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Summary  

To avoid the formation of the high temperature stoichiometric regions in flames in 

a gas turbine combustor, and hence the formation of nitric oxides, an alternative 

concept of combustion technology was introduced by means of lean premixed 

combustion. This way the low nitric oxide emission targets of industrial gas turbine 

engines for power generation can be realized. However, the low emission of nitric 

oxides and carbon monoxide of the lean premixed combustion of natural gas comes 

at the cost of increased sensitivity to thermoacoustic instabilities. These are driven 

by the feedback loop between heat release, pressure and flow/mixture fluctuations. 

The pressure oscillations induced by thermoacoustic instabilities can reach very 

high amplitudes, possibly leading to severe damage and a significant reduction of 

the life time of the gas turbine engine. For this reason, it is important to be able to 

assess in the design phase already if a gas turbine combustor will have a stable 

flame at certain given conditions. To this end, tools and models for the accurate 

prediction of the amplitude and frequency of pressure oscillations is essential. 

The work presented in this dissertation focuses on the numerical modeling of the 

interaction between the coupled fields of flow, pressure and heat to predict the 

occurrence of self-excited high amplitude pressure oscillations. Calculations are 

done on a laboratory scale atmospheric combustion test rig, in conditions 

representative of gas turbine combustion systems.  

In the first part of the thesis modeling of the non-reacting and reacting flow over a 

backward facing step is presented. Different combustion and turbulence models are 

applied to find the models giving the best predictions. Since in many circumstances 

the occurrence of instability is related to large scale motion, the generated data in 

the combustible flow over a backward facing step can be used in the subsequent 

investigation of flame characteristics in more complex configurations of a gas 

turbine. 

In this thesis, two coupled approaches are considered for the numerical 

computations. In the first one, phenomena in fluid and structure are computed 

using a simultaneous solution procedure in one computational domain. Here, the 

coupled equations for both solid and fluid domain are solved together using the 

ANSYS-CFX code and using the same time step for both fluid and solid regions. 
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In this approach, the meshing strategy and size of the grid in the solid part of the 

domain will play a very important role in determining the magnitude for the 

pressure fluctuations. The coupling between the structure and the fluid is very 

strong at the interface. This analysis is referred in the thesis as a Conjugated Heat 

Transfer (CHT) approach.  

In the second coupled approach, the interaction between the fluid and structure is 

linked to the vibrating walls using the partitioned approach with the strong 

coupling scheme. Here, two separate solvers (ANSYS-CFX and ANSYS 

Multiphysics) with appropriate interface boundary conditions for the flow domain 

and the structural domain operate in a coupled way. Information will be exchanged 

between two codes dynamically every time step. This analysis is referred in the 

thesis as the two-way FSI approach.  

Prior to the above mentioned investigations (CHT and FSI), in the second and third 

parts of the paper the analysis and validation of fluid-only calculations are 

performed. In this method, the so-called zero-way coupling approach, the feedback 

from the vibrating walls to the acoustic field inside the combustion chamber is 

neglected. Here the effects of the grid type on the accuracy of the predicted data 

are examined first, and then the influence of the turbulent combustion modeling on 

the predicted flame dynamics is evaluated. Since in this approach the 

damping/amplification effect caused by the liner (caused by for example heat loss 

or deformation) is not taken into account, it is important to find an accurate 

boundary condition representing the condition as close as possible to the real 

physical state. For this reason different thermal boundary conditions are applied 

and the effects on characterizing of the instabilities are evaluated.  

The results of the fluid-only simulation showed the overprediction in the main 

frequency and magnitude of occurred thermoacoustic instability. Computations 

using the isothermal liner predicted onset of instabilities well. In this case the 

predicted frequency deviated 9.5% from the experimental data. However, modeling 

of the thermal interaction of the liner structure and the reacting flow using the CHT 

approach can improve the predictions and give access to the heat penetration depth 

in the liner. In this approach thermo-acoustic instability was predicted with error 

below 1%. The fluid-structure interaction model (FSI) predicted correctly the 

frequency of the instability; however the amplitude of the computed pressure 

signals was overpredicted with respect to the measured data. The main vibrating 

frequency was also predicted correctly. Obtained calculated and measured data 
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shows that the feedback from the vibrating liner to the pressure oscillations (i.e. 

acoustic field) is minor.  
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Samenvatting 

Teneinde de vorming van stoichiometrische gebieden in vlammen in een 

gasturbineverbrandingskamer te voorkomen, en daarmee ook de vorming van 

stikstof oxiden, is voor gasturbines een alternatieve verbrandingstechnologie 

geintroduceerd door middel van mengselarme voorgemengde verbranding. 

Hiermee kan voldaan worden aan steeds strenger wordende eisen aan de maximale 

stikstofoxide emissie voor industriele gasturbine motoren voor krachtopwekking. 

De gerealiseerde lage emissie van stikstofoxiden en koolmonoxide door toepassing 

van de nieuwe verbrandingstechnologie leidt echter tot een verhoogde 

gevoeligheid voor thermo-akoestische instabiliteiten. Deze worden gedreven door 

de terugkoppelingslus tussen vrijkomende warmte, druk- en stromingsfluctuaties. 

De drukoscillaties die worden veroorzaakt door de thermo-akoestische 

instabiliteiten kunnen zeer hoge amplituden bereiken, waardoor ernstige schade en 

een sterk verkorte levensduur van de gasturbine kan ontstaan. Om deze reden is het  

belangrijk al in de ontwerpfase van een gasturbineverbrandingskamer te kunnen 

bepalen of onder gegeven omstandigheden een stabiele vlam wordt gerealiseerd. 

Hiervoor is de beschikbaarheid van nauwkeurige modellen voor de voorspelling 

van amplitude en frequentie van drukoscillaties noodzakelijk. 

Het werk gepresenteerd in deze dissertatie focusseert zich op de numerieke 

modellering van de interactie tussen de gekoppelde velden van stroming, druk en 

warmte voor de voorspelling van het optreden van spontane druk oscillaties met 

hoge amplitude. 

In het eerste deel van de thesis wordt de modellering van de stroming, zowel met 

als zonder chemische reacties, over een backward facing step gepresenteerd. 

Verschillende verbrandings- en turbulentiemodellen worden toegepast teneinde het 

meest geschikte model te vinden. Gezien het feit dat het optreden van instabiliteit 

vaak is gerelateerd aan grootschalige stromingspatronen, kunnen de resultaten ook 

worden toegepast op de meer gecompliceerde configuraties als aangetroffen in een 

gas turbine verbrandingskamer. 

In dit proefschrift worden twee gekoppelde methoden beschouwd voor de 

numerieke berekeningen. Bij de eerste methode worden de phenomenen in zowel 

fluidum als structureel domein in een oplossingsdomein numeriek opgelost. De 

gekoppelde vergelijkingen voor beide domeinen worden simultaan opgelost met 

behulp van de ANSYS-CFX code, met dezelfde tijdstap voor zowel fluidum als 
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structureel domein.in deze aanpak speelt de strategie voor het bepalen van de 

discrete punten in het rekendomein een belangrijke rol voor de berekening van de 

amplitude van de druk fluctuaties. De koppeling tussen structuur en fluidum is heel 

sterk op het grensvlak. In deze thesis wordt aan deze aanpak gerefereerd als de 

Conjugated Heat Transfer (CHT) aanpak. 

In de tweede method wordt de interactie tussen fluidum en structuur gekoppeld aan 

de wandvibratie met behulp van een gepartioneerde aanpak met een schema voor 

sterke koppeling. Hier worden twee afzonderlijke oplossingsmethoden en 

rekendomeinen gebruikt (ANSYS-CFX and ANSYS Multiphysics), die worden 

gekoppeld door middel van geschikte randvoorwaarden en interpolaties op het 

grensvlak. De grensvlakinformatie wordt tussen beide codes uitgewisseld op iedere 

tijdstap. In deze thesis wordt aan deze aanpak gerefereerd als de twee-weg FSI 

aanpak.  

Voorafgaand aan de bovengenoemde onderzoeken (CHT en FSI), in het tweede en 

derde deel van dit werk, zijn de analyse en validatie berekeningen uitgevoerd van 

het ‘fluïdum-only’ domein . In deze werkwijze, de zogenaamde ‘zero-way 

coupling approach’ wordt de terugkoppeling van de vibrerende wanden naar het 

akoestische veld in de verbrandingskamer verwaarloosd. Hierbij zijn de effecten 

van het roostertype op de nauwkeurigheid van de voorspelde gegevens eerst 

onderzocht, en vervolgens de invloed van de turbulente verbranding modellering 

op de voorspelde vlamdynamiek geëvalueerd. Aangezien bij deze benadering de 

demping / amplificatie-effecten veroorzaakt door de verbrandingskamerwand (door 

bijvoorbeeld warmteverlies of vervorming) niet in aanmerking wordt genomen, is 

het belangrijk om een accurate randvoorwaarde te kiezen die de werkelijke 

fysische toestand  zo dicht mogelijk  benadert. Daarom worden verschillende 

thermische randvoorwaarden toegepast en de effecten op de eigenschappen van de 

instabiliteiten geëvalueerd. 

De resultaten van de fluïdum-only simulatie toonde een voorspelling met 

overschatting van de frequentie en grootte van de opgetreden thermo instabiliteit. 

Berekeningen met de isotherme verbrandingskamerwand voorspelde het begin van 

de instabiliteiten correct. In dit geval  week de voorspelde frequentie 9,5% af van 

de experimentele data. Echter, het modelleren van de thermische interactie van de  

verbrandingskamer wand en de reagerende stroom met behulp van de CHT aanpak 

kan de voorspellingen verbeteren en houden rekening met de warmte 

penetratiediepte in de wand. Bij deze benadering werd thermo-akoestische 

instabiliteit voorspeld met een afwijking kleiner dan 1%. Het fluidum-structuur 
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interactie model (FSI) voorspelde correct de frequentie van de instabiliteit, maar de 

amplitude van de berekende druksignalen werd hoger voorspeld dan gemeten. De 

belangrijkste vibratiefrequentie werd correct voorspeld. Zowel de gemeten en 

voorspelde resultaten laten zien dat de terugkoppeling van de vibrerende wand naar 

het akoestisch veld gering is. 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

Page vii 

Contents  

 

 Introduction .......................................................................................................... 1 

1.1 Motivation ................................................................................................. 1 

1.2 Driving mechanisms of combustion instability and Limit Cycles ............ 6 

1.3 Research objective .................................................................................... 7 

1.4 Outline ...................................................................................................... 8 

References ................................................................................................... 10 

 On Characteristics of a Non-Reacting and a Reacting Turbulent Flow over a 

Backward Facing Step (BFS) ............................................................................... 13 

2.1 Introduction ............................................................................................. 14 

2.2 Problem definition .................................................................................. 15 

2.3 Numerical approach ................................................................................ 16 

2.4 Mathematical formulation ....................................................................... 17 

2.4.1 Turbulence Modeling ...................................................................... 18 

2.4.2 Combustion Model ......................................................................... 22 

2.5 Results and discussion ............................................................................ 25 

2.5.1 Configuration 1: Back ward facing step according to Pitz and Daily 

set up…………………………………………………………………………25 

2.5.2 Configuration 2: Back ward facing step with heated wall .............. 31 

Conclusion .................................................................................................. 36 

Acknowledgements ..................................................................................... 36 

References ................................................................................................... 36 

 Sensitivity of the Numerical Prediction of Turbulent Combustion Dynamics 

in the LIMOUSINE Combustor .......................................................................... 39 

3.1 Introduction ............................................................................................. 40 

3.2 Combustor setup ..................................................................................... 42 

3.3 Numerical method ................................................................................... 44 

3.3.1 Modeling of Turbulence and combustion ....................................... 46 

3.3.2 Modelling of the combustion .......................................................... 47 

3.4 Results and discussions ........................................................................... 47 

3.4.1 Part I: Meshing Effects ................................................................... 47 

3.4.2 Part II: non-reacting flow ................................................................ 58 



Contents 

 

Page viii 

3.4.3 Part III: Reacting flow- Combustion modeling effect .................... 62 

3.5 Conclusion and Future work ................................................................... 65 

Acknowledgments ...................................................................................... 65 

References ................................................................................................... 66 

 Assessment of Thermoacoustic Instabilities in a Partially Premixed Model 

Combustor Using URANS Approach.................................................................. 69 

4.1 Introduction ............................................................................................. 70 

4.2 Thermoacoustic instability:  Limit cycle feedback loop ......................... 71 

4.3 Burner description ................................................................................... 74 

4.4 Meshing and Numerical approach .......................................................... 76 

4.4.1 Governing equations ....................................................................... 77 

4.4.2 Boundary conditions ....................................................................... 79 

4.5 Results and discussions ........................................................................... 79 

4.5.1 Combustion modeling effect ........................................................... 81 

4.5.2 Acoustic boundary condition effect ................................................ 86 

4.5.3 Flow characteristics ........................................................................ 88 

4.5.4 Heat transfer effect on the liner ...................................................... 90 

4.5.5 Convective time delay................................................................... 100 

4.6 Conclusions ........................................................................................... 102 

Acknowledgments .................................................................................... 103 

References ................................................................................................. 103 

 Transient Heat Transfer between a Turbulent Lean Partially Premixed 

Flame in Limit Cycle Oscillation and the Walls of a Can type Combustor ... 107 

5.1 Introduction ........................................................................................... 108 

5.2 Computational domain and grids .......................................................... 110 

5.3 Numerical method ................................................................................. 115 

5.3.1 Boundary condition ....................................................................... 117 

5.4 Results and discussions ......................................................................... 118 

5.4.1 Grid effect in the solid region ....................................................... 118 

5.4.2 Heat transfer .................................................................................. 126 

5.5 Conclusions ........................................................................................... 137 

Acknowledgments .................................................................................... 138 

Appendix A:  One-Dimensional Transient Heat Conduction in Semi-

Infinite Body ............................................................................................. 138 

References ................................................................................................. 141 



Contents 

 

Page ix 

 Strongly Coupled Fluid-Structure Interaction in a 3D Model Combustor 

during Limit Cycle Oscillations ......................................................................... 143 

6.1 Introduction ........................................................................................... 144 

6.2 Thermo-acoustic instability .................................................................. 146 

6.3 Combustor setup description................................................................. 147 

6.4 Fluid structure interaction approach ..................................................... 148 

6.4.1 CFD numerical simulation ............................................................ 152 

6.4.2 CSD numerical computation ......................................................... 157 

6.5 Results ................................................................................................... 160 

6.5.1 Acoustic behavior ......................................................................... 161 

6.5.2 Structural behavior ........................................................................ 167 

6.6 Conclusion ............................................................................................ 169 

Acknowledgments .................................................................................... 170 

Appendix A:  Proper choice of the CFD domain ...................................... 170 

Appendix B:  FEM approach to calculate the acoustic modes of the 

combustion system .................................................................................... 172 

References ................................................................................................. 173 

 Conclusions & Recommendations .................................................................. 176 

7.1 Conclusions ........................................................................................... 176 

7.2 Recommendations ................................................................................. 180 

Research Publications ......................................................................................... 182 

Acknowledgement ............................................................................................... 185 

 

 

 

 

 

 

 

 

 



Contents 

 

Page x 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

Page 1 

 

Introduction  

1.1 Motivation  

Gas turbines are used in a broad range of applications including military, marine or 

industrial use where weight is a primary factor, and also in power generation or 

energy sectors. A gas turbine has the advantage of fuel flexibly as it can 

accommodate all type of combustible gases and all types of combustible liquids. 

Gas turbines are essentially composed of three major components: compressor, 

combustor and power turbine. In the compressor section, ambient air is drawn in 

and compressed (up to 30 times ambient pressure), and then pressurized air is 

directed to the combustion section in which fuel (usually natural gas, although 

other fossil fuels such as synthesis gas
1
 are being used) is introduced, ignited and 

burned. Hot gases from the combustor section are diluted with additional air from 

the compressor and directed to the power turbine, where hot gases are expanded 

down to the exhaust pressure, producing a shaft work output. The resulting power 

output of the turbine is used for driving the compressor and the generator. Different 

sections of a modern gas turbine engine, the Siemens SGT5-8000H, are shown in 

Figure 1-1.  

The combustion process in a gas turbine can be classified as diffusion combustion 

or lean premixed stage combustion, based on whether the fuel and air are mixed in 

the chamber itself, or mixed before entering into the combustion chamber. In the 

diffusion flame combustion, the mixing of the fuel and air as well as the 

combustion process takes place in the primary flame zone simultaneously, 

generating regions of near-stoichiometric mixture where the temperature is quite 

                                                      
1
 
Syngas, also known as synthesis gas, synthetic gas or producer gas, can be produced from a variety of different materials that 

contain carbon. These can include biomass (wood gas), plastics, coal, municipal waste or similar materials.
 



Chapter 1  

 

Page 2 

high. The existence of a near-stoichiometric region with very high temperature 

results in excessive levels of NOX. There are several technologies such as water or 

stream injection known as “wet diffusion combustion” that can be applied to 

reduce the combustion temperature and hence satisfying the severe NOX 

regulations. However the traditional methods of reducing NOX emissions like water 

and steam injections are limited in their ability to reach the extremely low level 

emissions as required to meet today’s regulations. Table 1-1 presents some of the 

worldwide requirements which apply for stationary gas turbines.  

 

Figure 1-1: The SGT5-8000H developed by Siemens: 1- compressor, 2-combustion 

chamber, 3- turbine section  

 

Table 1-1: Emission limits for ground based gas turbines [1] 

Country 
NOx 

(@ 15% O2) 

CO 

(@ 15% O2) 
Rates power 

ECC 25 vppm Not stated >50MWth 

France 40 vppm 80 vppm >20MWth 

Italy 29 vppm 48 vppm >50MWth 

United Kingdom 28 vppm 80 vppm >50MWth 

Japan (Tokyo) 28 vppm No limits Not stated 

USA (California) 9 ppm Not stated Not stated 

1 

2 

3 
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Among the different techniques to control emissions for achievement of lower 

pollutants, lean premixed (LPM) combustion is the most popular technique which 

significantly reduces NOx formation. Contrary to the diffusion combustion for the 

LPM combustors, fuel and air are mixed in an initial stage resulting in a uniform 

and lean mixture of fuel/air. For safety reasons, the use of perfectly premixed 

combustion in industrial machines is not common and fuel is injected just at a short 

distance upstream of the combustion chamber. This unburned mixture is then 

delivered to the secondary stage where reaction takes place. The majority of 

modern gas turbines use lean-premixed staged combustion turbines. Gas turbines 

using staged combustion are also referred to as Dry Low NOX (DLN) combustion 

systems, in which the need for costly water usage to reduce the NOX emissions is 

eliminated. Figure 1-2 shows the dependence of main pollutants generated by the 

LPM combustion of methane and air on the temperature and equivalence ratio [2]. 

As it can be seen in the figure, CO and NOX emissions follow the opposite trends. 

While low temperature is favorable for NOX reduction, the CO formation exhibits a 

rapid increase. To meet the low emission targets, the combustion system should 

operate within the range of equivalence ratio, where the CO and NOX emissions 

are kept below the imposed limits by the legislation.  
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Figure 1-2: Influence of the flame base temperature/ equivalence ratio on CO and NOX 

emissions (adapted from reference [2]) 

 

However, the resulting absence of diffusive mixing times in the LPM systems 

leaves the flames sensitive to acoustic excitation from sound waves with flame 

response which is affiliate to the amplitude, frequency and nature of acoustic wave 

impingement [3]. Therefore these systems are prone to thermoacoustic instabilities 

[4], which can lead to the limit cycle of high amplitude pressure oscillation (LCO) 

in the combustor. This condition is the result of the resonant interaction between 

aerodynamics, combustion and acoustics in the combustion system [5, 6], which 

can cause severe damage to the combustion system reducing the life time and 

efficiency of the combustor [7, 8]. In reality, flow oscillations can be seen even 

during the stable mode of the combustion. Combustion with small amplitude 

pressure oscillations, for instance less than about 5% of mean pressure is defined as 

stable combustion [7], while combustion with large amplitude pressure fluctuations 

is called unstable or oscillatory combustion. The latest is also referred to as 

combustion instability which may correspond to an oscillation of the pressure 

having a frequency as low as 10-20 Hz or as high as several tens of kilohertz. 

According to Krebs et al. [9], low frequency instabilities occurring at a frequency 

below 50 Hz are referred to as the Helmholtz mode of oscillations. Intermediate 

frequency instabilities observed in the range of 50-1000 Hz usually correspond to 
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the longitudinal acoustic modes of the combustor; while high frequency dynamics, 

taking place at frequency at above 1000 Hz, correspond to the tangential acoustic 

modes. Generally, in industrial gas-turbine combustors the first natural modes, 

vary in the range of 50 -300 Hz based on the geometry and temperature [10]. While 

the unstable flames are characterized by large amplitude oscillations with a distinct 

characteristic frequency, the stable flames are mostly accompanied by turbulent 

flow noise without having any significant frequency in the spectrum [11]. Not only 

the amplitude of the pressure oscillation has made the unstable combustion 

distinguishable from the stable one, the position and shape of the flame can also 

determine on which condition combustion is taking place. Broda et al. [12] 

conducted an experimental study on combustion instabilities in a premixed swirl 

stabilized combustor, in which it is indicated that the onset of instabilities can 

cause significant change in flame structure, and during certain periods of the 

oscillation cycle it can even cause near extinction of the flame. Lee et al. [13] 

investigated the local flame structure of a lean premixed gas turbine combustor 

operating at high pressure and temperature during combustion instability. They 

observed significant differences in the flame structure during different phases of 

the combustion instability, and substantial change of the heat release flow field at 

the corner and inner faces of the dump plane.  

However, small changes in the operating parameters (like: chamber pressure, inlet 

temperature, equivalence ratio, etc. [11, 14]) or geometrical configuration (like 

chamber dimensions, inlet and exit configurations, fuel injection system, etc. [15, 

16]) as well as the change in the fuel composition [17] may turn the combustion 

from stable to unstable condition. Therefore the possibility of instabilities, which 

may occur must be anticipated and recognized in the design stage of a LPM gas 

turbine combustor. For this reason and to find countermeasures applicable to real 

configurations in the later stage, a deeper understanding of the complex 

interactions involved in combustion instabilities is essential. To investigate the 

combustion driven instabilities, the used numerical approaches should address the 

three basic characteristics: 1- The frequency of the oscillations, 2- Conditions 

under which the oscillations occur, and 3- The limit cycle amplitude.  A short 

overview, explaining how this thesis contributes to the above mentioned task will 

be given in the section 1.4. 
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1.2 Driving mechanisms of combustion instability and Limit Cycles  

In general, the oscillatory flow can acquire the energy through different sources. In 

a combustion system, unsteady heat release from chemical reactions is the main 

source of energy, driving the periodic motions [7]. The heat release depends on the 

local equivalence ratio, mass flow rate and also the instantaneous pressure and 

temperature. Therefore oscillations in the mass flow rate, fluctuations in 

equivalence ratio, variation in the flame surface or the vortex shedding due to 

hydrodynamic instabilities [18, 19] may result in heat release fluctuations, which 

generate acoustic perturbations. The gained energy from the chemical reaction can 

be exchanged with the background turbulent motions or it can be dissipated into 

thermal energy due to viscous damping. In general, these instabilities can only 

sustain in the system if the special relationship (so-called Rayleigh criterion [20]) 

between heat release fluctuations and acoustic (pressure oscillations) is satisfied. 

According to this criterion, the pressure fluctuation increases in amplitude if heat 

release is in phase with pressure oscillation, while it is attenuated if heat release 

and pressure fluctuation are out of phase
2
. The instabilities can be self-excited as 

pressure oscillations grow spontaneously within the system or they can be initiated 

as the flame is excited by any perturbation external to the system [11, 21-25]. The 

first case, which is referred to as self-excited oscillations is of interest in this 

dissertation. The dynamics of this flame, even in the absence of external acoustic 

excitation, involves complex interactions between the aerodynamics, combustion 

and structure, which bring research into investigation of complex mechanisms such 

as turbulence, chemical reactions, acoustics and vibration. However, either in a 

self-excited system or in an acoustically perturbed system, the ampitude of 

pressure oscilations grows with time only if the energy gain from the comustion to 

the periodic flow is greater that the energy losses. The limit cycle is reahced when 

they are in equlibruim meaning that losses are equal to the gain [26]. Figure 1-3 

represents the schematic diagram of interaction between energy losses and energy 

gain as a function of acoustic velocity for a nonlinear system. The black line 

represents the losses within the system like losses through the boundaries or by 

turbulence, while the gray line stands for the gain corresponding to the flame 

dynamics. As it can be seen the losses are linearly dependent on |  |   as suggested 

by Dowling [27], whereas the dependence of the gain is linear in the region I and 

                                                      
2 Mathematical explanation of Rayleigh criterion is given in chapter 3. 
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nonlinear in region II. This figure shows that LC is sustained within the nonlinear 

region and its amplitude (ALC) corresponds to the intersection of two curves.  

To quantify the response of the flame to the unsteady inlet velocity and/or 

equivalence ratio resulting from the impinging acoustic waves, many researches 

have been conducted using the concept of the flame transfer function [22, 23, 28-

30]; however this is not of our interest in this dissertation.  

 

 

Figure 1-3: Energy gain (gray) and loss (black) as a function of the acoustic velocity 

(adapted from [26]) 

 

1.3 Research objective  

The work presented in this dissertation is done within the EU-funded Marie Curie 

project, LIMOUSINE (Limit cycles of thermo-acoustic oscillations in gas turbine 

combustors). The LIMOUSINE project, which is motivated by the need for lean 

combustion technologies and reduced emissions, represents a multidisciplinary 

initiative to strengthen the fundamental scientific work in the field of thermo-

acoustic instabilities. The objective of the LIMOUSINE project is to investigate the 

limit cycle behavior of the unstable pressure oscillations which leads to mechanical 

vibrations and materials fatigue in combustion systems. The research team in this 
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project consists of 6 academic partners, 2 research institutions and 5 industrial 

partners.  

The main objective of this thesis as a particular work package of the LIMOUSINE 

project is to predict numerically the limit cycle behavior of the thermo-acoustic 

instability which appears in a laboratory-scaled partially premixed flame, operating 

at a range of power of 20-80 kW and air factor 0.8-2 and to develop the coupled 

thermal/mechanical model of the fluid-structure interactions. When the 

combustion-driven thermo-acoustic instabilities arise in the combustion system, on 

the one hand the unsteady pressure oscillation is responsible for the generation of 

mechanical vibrations and hence the premature failure of the device. On the other 

hand the oscillating heat transfer to the liner is responsible for the thermo-

mechanical materials fatigue. Therefore analysis of such coupled phenomena is 

demanded for the assessment of the mechanical integrity of gas turbine engines. 

The research presented in this dissertation addresses the following research 

questions: 

 What are the requirements for an accurate prediction of an unstable regime of a 

combustor using URANS?  

 What are the origin and the driving mechanisms of the Limit cycle pressure 

oscillation? 

 What is the sensitivity of models to the input parameters? 

 What are effective parameters in the structure liner which are playing a role in 

determining the magnitude of the pressure fluctuations? 

 How important is the role of heat transfer on the development of instabilities? 

 What are the consequences of the high pressure oscillations on the liner 

vibration and vice versa?  

1.4 Outline   

The Introduction chapter is followed by Chapter 2 “On Characteristics of a Non-

Reacting and a Reacting Turbulent Flow over a Backward Facing Step (BFS)”, in 

which the main objective is to validate the combined numerical approaches for the 

combustion prediction. First, results of the transient non-reacting calculations using 

various turbulence models are compared with the available experimental data in 

literatures. Moreover calculations are extended for the reacting flow, to verify the 

accuracy of the chemical models.    
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Chapter 3 is devoted to the numerical simulation of self-excited combustion 

pulsation for the LIMOUSINE combustor, in which the simulation becomes 

unsteady by itself, developing a limit cycle of pressure oscillations. Therefore no 

separate forcing on boundaries is required. Investigation of the sensitivity and 

accuracy of the reactive flow field prediction is conducted with regard to choices in 

computational mesh and turbulent combustion model. Results are presented for 

different mesh sizes of unstructured and structured grids to identify the grid-

independency of the solution. A qualitative validation of the CFD-results and 

experimental data for the cold flow field is given. To investigate the possibility of 

studying the thermo-acoustic instabilities, pressure fluctuations are compared 

between numerical results from a structured mesh, and unstructured mesh as well 

as with experimental data. A frequency analysis and a mode analysis are carried 

out. Next comparisons between pressure time signals and pressure FFT spectra are 

made using different combustion models. The numerical predicted values are 

compared to experimental data and to eigenmodes obtained from a FEM analysis 

of the combustor fluid volume. The study shows, that fundamental aspect can be 

obtained but further development is required. The effective parameters and 

required developments are implemented into the model and presented in Chapter 

4. It is indicated that modeling of heat losses through the liner is very important in 

controlling the magnitude of the thermoacoustic instability. In order to take into 

account the actual position of the pressure node, end correction is performed by 

adding an extra length to the resonating duct.  

In Chapter 5, a Conjugated Heat Transfer approach (CHT) will be applied to 

represent the transient heat transfer between the turbulent lean partially premixed 

flame and the walls of the combustor. Targeted will be the prediction of sensitivity 

of the combustion instabilities to the unsteady heat transfer and its role on 

characterization of the limit cycle of high amplitude pressure oscillations. Here, the 

coupled equations for both solid and fluid domain are solved together using the 

ANSYS-CFX code and defining the same time scales for both fluid and solid 

regions. The solid mesh resolution needs to be adapted to the thermal penetration 

depth of the surface temperature oscillations. The importance of the meshing 

strategy and size of the grid in the solid part of the domain on the accuracy of the 

predicted magnitude for the pressure fluctuations will also be discussed in this 

chapter. Furthermore, a comparative analysis based on the predicted frequency and 

magnitude of instability is done for this approach and the zero-way method 

presented in chapter 4.  
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Chapter 6 deals with fluid structure interaction (FSI) focusing on the development 

of numerical models for interaction between combustion, acoustics and flexural 

waves on the combustor liners. The main objective will be the prediction of the 

liner deformation that results from limit-cycle pressure waves, as well as the liner 

vibration effect on emitting the acoustic waves to the surrounding gases and hence 

resulting enhanced/damped pressure oscillations. For this reason a partitioned 

approach is used to model the mutual interaction between the flue gases and the 

liner. In order to model the flame dynamics ANSYS-CFX code is used, while 

ANSYS Mechanical is used to determine the dynamic response of a structure under 

unsteady pressure loads. These two solvers are coupled using system coupling in 

ANSYS Workbench. To understand the dynamics of the liner, a modal analysis is 

also performed to determine the natural frequencies and their respective mode 

shapes. Comparison work between two-way and zero-way interactions is 

conducted to evaluate the effects of structural deformation on characterizing of the 

thermoacoustic instabilities. In addition, the influence of the chosen CFD domain 

on the predicted stability condition of the combustor is discussed, and it is shown 

how this choice can lead to a deviation between the numerical results and the 

measurements.  

Finally, Chapter 7 is devoted to the conclusions which are drawn based on the 

research objectives. Moreover, recommendations for future research are presented 

in this chapter.   

It is important to mention that the core chapters of this thesis, i.e. Chapters 2–6, are 

self-contained as they have been or are in the process of being published in 

scientific journals. There may be therefore some repetition of fundamental 

concepts and references.  
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Abstract 

The turbulent reacting flow over a backward facing step shares some essential 

characteristics of premixed combustion occurring in a typical gas turbine combustor, while 

it is a simpler configuration to observe and model. For this reason and to explore the 

characteristics of the turbulent flow, in this study the combustion and flow dynamics in a 

backward facing step as a most elementary part of a combustor is studied numerically in 

atmospheric conditions. Two different configurations representing two laboratory devices 

are considered. As a first necessary step, the accuracy of predicted results is validated 

through the detailed comparison of numerical predictions and experimental measurements 

for a non-reacting flow. First, based on these non-reacting calculations, the turbulent 

model is selected and then the reacting simulations are done using a standard combustion 

model (available in CFX). Calculations are well supported with experimental data 

available from literature. Among the investigated turbulence models (    , SST and SAS-

SST), SAS-SST model showed the best agreement with the experimental data. The chosen 

turbulence model was used for the calculation of well documented case of turbulent flow 

over a back ward facing step with the heated wall, showing satisfactory results compared 
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to experimental data. For modeling of the reacting flow, the BVM combustion model was 

used. The predicted results using this model showed accurate results with an error about 

2% on prediction of reattachment length.  

Keywords: backward facing step, premixed turbulent combustion, reacting flow, non-

reacting flow.   

2.1 Introduction  

The boundary layer separation of turbulent flow and its subsequent reattachment to 

a solid surface occurs in many engineering systems, and it has attracted many 

researchers due to its practical applications. Flows over air foils, in a channel with 

a sudden area increase, in gas turbines and many heat transfer devices are some of 

these applications [1, 2]. With the abundance of literature and experimental data, 

the flow past a backward facing step is often used as a benchmark test case for 

CFD codes and turbulence models. RANS, LES and DNS codes have all been used 

to simulate this flow in both 2D and 3D domains [3-6]. However in the present 

work, the main goal is to predict the exothermic effects on the flow and the 

combustion dynamics leading to thermoacoustic instabilities in a backward facing 

step stabilized premixed flame. The combustor of a typical gas turbine represents 

some similarities with the turbulent flow over a backward facing step as the flame 

is stabilized by the recirculating area. Besides, due to the blockage, the sudden 

expansion also occurs;  Regardless of whether these blockages are squares or 

cylinders, a wake-like flow behind the obstacle will be formed which is 

characterized by a slow inner flow in the recirculating area and fast outer flow of 

reactants. This recirculation area plays a critical role to sustain the stable 

combustion, because it acts as an ignition source for reactants traveling into the 

shear layer at the edge of the step. Since in many circumstances the occurrence of 

instability is related to the behavior of this recirculation zone or the wake region 

during the combustion [7-10], the generated data in the combustible flow over a 

backward facing step can be used in the subsequent investigation of flame 

characteristics in more complex configurations of a real gas turbine. To understand 

the elementary process of interaction between combustion and flow perturbation, it 

is important to access to comprehensive numerical tools which can carefully take 

into account all aspects of turbulent combustion flow. Here the backward facing 

step due to its simple geometry and availability of well documented experimental 

data is considered for the further investigation. Indeed, the location of the 

reattachment zone and its flow structure determine the local heat and mass 

transport properties of the flow. Furthermore the characteristics of backward facing 
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step flow allow to exam several important aspects of turbulent flows. These aspects 

include separation of a turbulent boundary layer, reattachment of the boundary 

layer, recirculation, and the occurrence of secondary separation regions, in which 

the reattachment zone determines the initial conditions for the recovery process 

downstream of the step. When the fluid flows over a step, the flow separation can 

cause alternating shedding of vortices from the body, inducing fluctuating forces 

which may result in structural vibrations and noise. This can even lead to structural 

failure. This subject has been of great interest and a lot of efforts have been done 

into studying the size of the recirculating zone under various conditions as well as 

vortex interactions during blow off or unstable conditions [9, 11, 12]. 

As it has been mentioned above in order to assess the available numerical tools, 

this paper is devoted to characterize the turbulent flow over the backward facing 

step in two different configurations defined based on the test rigs used by Pitz et al. 

[13]  and Vogel et al. [14]. Prior to the results section, the used numerical 

approaches are described in detail. Then the mean velocity field of a mixing layer 

formed at the edge of the step in the first configuration is studied under both 

reacting and non-reacting conditions; the effectiveness of the used turbulence 

model on the characteristics of the turbulent flow over the step in the absence of 

the reaction is discussed. Next, calculations are performed for the reacting flow 

using the turbulence model, which presented the best agreement with the 

experiment, together with the Burning Velocity combustion Model (BVM). 

Thereafter, in the second configuration, the transient heat transfer between the 

working flow (i.e. air) and the wall is investigated in absence of other complicated 

processes like combustion, and swirling flow. In this case a heat source is 

embedded on the wall behind the step. To verify the accurate prediction of the flow 

and thermal boundary layer, the mean velocity and temperature profiles are 

compared with the available experimental data; in all calculations, the size of 

recirculating area is compared to the measurements, giving the good consistency.  

2.2 Problem definition  

The schematic of a backward facing step is shown in Figure 2-1. The flow coming 

from the left separates at the sharp corner of the step and then reattaches itself to 

the lower wall at a distance L, behind the step. A recirculation region is 

subsequently produced directly behind the step. The reattachment length, L, is a 

function of the Reynolds number, and the expansion ratio H2:H1 [15]. Depending 

on the Reynolds number, secondary recirculation regions may occur further 
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downstream past the main recirculation bubble. Flow separation may also occur on 

the upper wall [15, 16]. 

 

Figure 2-1: Geometry and flow pattern for the backward-facing step calculations  

 

2.3 Numerical approach  

In this paper, two different configurations are considered for simulations which 

respectively are chosen in accordance to the experimental setup of Pitz et al. [13] 

and Vogel et al [14]. The computational domains consist of unstructured elements. 

A grid refinement study is performed to determine whether the resolution is 

accurate enough to capture certain mean flow parameters. The information of the 

chosen grid is summarized in Table 2-1. The mesh density is increased in vicinity 

of the step and walls. The numerical simulations were made here by using 

ANSYS- CFX V12.1. It uses an implicit finite volume formulation to construct the 

discretized equations representing the Reynolds Averaged Navier-Stokes (RANS) 

equations. The model consists of a compressible solver with a co-located (non-

staggered) finite volume method, such that the control volumes are identical for all 

transport equations [17]. The basic set of balance equations solved by ANSYS-

CFX comprises the Navier-Stokes, species and energy transport equations which 

are summarized in the following section. A coupled algebraic multi-grid solver is 

used to give robust solutions for the governing system of linearized equations 

representing the differential transport equations in discretized form. Convective 

terms are discretized using a high resolution scheme. It provides high spectral 

resolution and both low numerical diffusion and dispersion. While shape functions 

are used to evaluate spatial derivatives for all the diffusion terms. A second order 
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backward Euler discretization is used for time accuracy. In the time implicit 

compressible methods, the full compressible equations are solved implicitly to 

remove the CFL constraint.  However to keep the results more precise the solver 

must be run for constrained CFL values [18]. Therefore the calculations are 

performed with the time steps (Δt) of 1e-5 s. Boundary conditions which are 

selected according to [13, 14] will be explained later in the respective sections. 

 

Table 2-1: Grid information 

 Configuration 1 

Pitz et al. [13] 

Configuration 2 

Vogel et al [14] 

Number of elements  164785 48498 

 

2.4 Mathematical formulation 

The full numerical solution of the Navier-Stokes equations is limited to very 

simple cases, where not a large range of turbulent length and time scales are 

involved. Therefore to overcome these difficulties, an additional step is introduced 

by averaging the transport equations. In the Reynolds average, each quantity ( ) is 

split into a mean ( ̅    ⁄ ∫       
 

) and a deviation from mean (turbulent 

fluctuating component) denoted by (  =    ̅). The Favre average is defined as 

the density-weighted average by which the flow variables will be decomposed into 

mean,  ̃    ̅̅ ̅̅  ⁄    and fluctuating parts        ̃. After time-averaging the 

equations, extra terms appear in the flow equations which are associated with the 

interactions between various turbulent fluctuations [19]. Decomposing the velocity, 

  , total energy (non-chemical)    and chemical species    into their Favre average 

and the corresponding fluctuations and taking the Reynolds average of the 

conservation equations gives: 

-  Conservation of mass 

  ̅

  
 
   ̅ ̃  
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- Momentum  
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  is the stress tensor which is related to the strain rate by: 
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- Chemical species 
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The source term in the species transport equations is shown by   ̇; Vk is the 

diffusive velocity of the kth species.  

-  Energy equation 
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 ̅̇  is a chemical source term, and    ̃is given by: 

  ̃   ̃   ̃  ̃   +k                                                              2-6 

   is the heat flux which represents heat conduction and transport through species 

gradients given by (     
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The turbulent energy, k, is defined by: 
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The objective of turbulent combustion modeling is to propose closures for the 

unknown quantities (e.g.    
    
  ̅̅ ̅̅ ̅̅ ̅̅  ,  ̅  

    
  ̃ and  ̅  

    
  ̃). Species fluxes,  ̅ui

   k
  ̃   and 

enthalpy turbulent fluxes,  ̅ui
  hk
  ̃
, are generally closed with the use of the classical 

gradient assumption using a classical gradient assumption. 

2.4.1 Turbulence Modeling  

In this work in order to describe the highly turbulent reactive flow behavior,     

[20, 21], SST [22] and SAS-SST [23] turbulent models are implemented.  

k-   Turbulence Model 

The k- model [20], was developed to improve the predictions in the near wall 

region and reduce the errors in adverse pressure gradient calculations. The major 

advantage of the k- model is the robust and elegant way how the near wall region 

is handled. In order to define the turbulent eddy viscosity, the k-model uses a 

frequency scale (ω) called also specific turbulent dissipation rate.  Both turbulent 
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kinetic energy (k) and specific dissipation rate ( ) are obtained from the solution 

of the following transport equation: 
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Where  
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The eddy viscosity in this model is defined as Equation 2-13.  

    ̅
 

 ̂
 2-13 

Where  ̂             √
  ̃   ̃  

  
 .   ,  ,  ,    ,    ,    and      are constants or 

auxiliary functions which are given in [20].   

The SST (Shear Stress Transport) Turbulence Model  

The k   model has two main weaknesses which are: over predicting the shear 

stress in adverse pressure gradient flows due to too low dissipation and 

requirement for near wall modification. The     model is better in predicting 

adverse pressure gradient flow and it does not use any damping functions. 

However it is dependent on the value of   in free stream flow. In order to improve 

these models, the SST model suggested by Menter [22] was developed. The SST is 

an eddy-viscosity model which is using a combination of k    and     models 

for the core flow and boundary layer, respectively. For this a blending function F1 

is introduced which is equal to one in the near wall region and equal to zero for the 

flow domain in the outer region. It smoothly switches from the     model in the 
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near wall region to the k   model for the rest of the flow. In this way, the near-

wall performance of the      model can be used without the potential errors 

resulting from the free stream sensitivity of that model. The modelled equations for 

the turbulent kinetic energy k and the turbulence frequency   can be written as 

follows: 

  ̅ 
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Each of the constants is blend of an inner (1) and outer (2) constant as: 

                2-16 

Where    stands for constant 1 and    represents constant 2. (e.g.          

          ). 

Additional functions can be obtained from: 
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  is density,    is the turbulent viscosity,   is the molecular dynamic viscosity, y is 

the distance from the field point to the nearest wall, and S is the vorticity 

magnitude. 

and the blending function F2 can be obtained from: 
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The constants are taken from the ref. [22]:  
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         a1 = 0.31, λ=0.41 

                          

                            

The SAS Turbulence Model  

The Scale-Adaptive Simulation (SAS) is an advanced URANS model which 

allows better resolution of the turbulent spectrum in unstable flow conditions. This 

model can change smoothly between LES-like behavior in regions where the 

turbulence structure is well resolved and the SST model where the unsteady flow is 

not well resolved. The starting point of the transformation to the SST model is the 

k-νt formulation as given by Menter et al.[23].  

The following equations have been derived there for the variables k and   =√ L: 
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with  

|  |  √
   ̃ 
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  2-27 

Where S is the absolute value of strain rate. Constant used in the SAS model (i.e. 

  ,   ,   , cμ and ĸ) are given in [24]. 

Indeed these formulations, contrary to standard URANS models, provide a 

turbulent length scale, which is proportional to the local flow structure and not to 

the thickness of the turbulent layer. Since the second derivative term, |  |, in the 

equation for   is the SAS-relevant term, the length scale predicted by the above 

model is largely proportional to the von Karman length scale as: 

     |

  ̃

  

   ̃

   

|   2-28 

The     adjusts to the already resolved scales in a simulation and provides a 

length-scale, proportional to the size of the resolved eddies.  
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In order to add the SAS capability into the SST model, the  -equation is 

transformed to the      framework using this relation:   
 

  
    

 

 
 . 

The resulting ω-equation is:  
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The first three terms, on the RHS of the Equation 2-29, are the standard terms of 

the original Wilcox model. The second term, 
  ̅

  
(
 

 

  

   

  

   
), is the cross diffusion 

term, which is also included in the SST model helping to prevent the free stream 

sensitivity. The last term including  
 

  
 

 

  
  is equal to 0. The remaining term is 

the FSST−SAS term, 
   ̅
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)   ̃  ̅  

  

   
, which is meant to preserve the SST 

model in the RANS regime and to activate the SAS capability in the URANS 

regions. This term is modeled as follows:  
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FSAS,  ̃ , and σΦ are constants value. 

 

2.4.2 Combustion Model  

The full numerical simulation of a combusting turbulent flow field without any 

assumptions is still not feasible. Due to limitations of the code and hardware 

(computational expense), the simulations have been carried out with the help of the 

Burning Velocity Model (BVM) model which is standard available in the ANSYS-

CFX code. The basic principles and features of this model are discussed below [24-

26]:  
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Burning Velocity Model 

In premixed and partially premixed flames, the flamelets have a discontinuity 

between the burnt and the un-burnt regions; to analyze these kinds of flames, two 

important scalar variables (a mixture fraction and a progress variable) have been 

introduced which are defined in terms of a normalised fuel mass fraction. In this 

model the scalar reaction progress variable subdivides the flow field in two 

different areas, the burnt and the un-burnt mixture. Unlike the reactant and product 

mass fractions which vary continuously through the field, the progress variable as a 

convenient marker for both premixed and non-premixed zones is constrained to 

take values close to zero or unity everywhere except in the flamelets. Therefore 

burnt regions are treated similar to a diffusion flame whereas the un-burnt region is 

represented by the cold mixture. The mass fractions in the non-reacted fraction of 

the fluid,         , are obtained by linear blending of fuel and oxidiser 

compositions. The species mass fractions in the burned fraction of the 

fluid,           , are computed by applying the flamelet model. 

If a simple global reaction rate mechanism can be assumed, and ignoring the 

pressure variation, the thermochemistry of premixed combustion can be described 

in terms of two composition variables (e.g. mixture fraction        and a 

reactant/product mass fraction       ): 

     

  
                 , 2-31 

      

  
                     ̇  

2-32 

       is the molecular diffusion coefficient, which is assumed to be applicable 

for all species. These two equations are applicable irrespective of whether 

combustion takes place premixed, partially premixed or non-premixed flames. 

However it is more convenient to replace the    by a normalized quantity (i.e. 

progress variable       ), which is defined as:  

                           2-33 

Where          in reactants and          in equilibrium combustion 

products. By substitution of Equation 2-33 in to Equation 2-32 the instantaneous 

equation can be written as: 
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The dependency of     and   leads to the appearance of three additional terms 

which will be absent in the fully premixed case. These terms contain the following 

scalar dissipation quantities:  

          2-35 

           2-36 

            2-37 

Equation 2-34 can be applied for the all modes of combustion, while without the 

above mentioned scalar dissipation terms it is only applicable for the fully 

premixed combustion. The correct consideration for the partially premixed and 

non-premixed modes is depended on the dissipation terms. More detailed 

information about the chemical and molecular terms in the transport equations is 

given in [26].  

For use in Favre-averaged turbulent combustion simulations, the scalars have to be 

Favre-averaged. As explained before, at any given time and position in space the 

fluid is considered to be either fresh materials or fully reacted. Then, the averaged 

reaction progress variable,  ̃ , is the probability for the instantaneous state of the 

fluid being reacted. The mean species composition of the fluid is computed 

according to: 

  ̃      ̃  ̃         ̃ ̃         2-38 

And 

 ̃   ̃     ̃  2-39 

Which F and Z are weighted reaction progress and mixture fraction, respectively.  

The reaction progress variable is computed from the following transport equation: 
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The weighted reaction progress variable is computed by solving a transport 

equation: 
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The default value of the turbulent Schmidt number for the weighted reaction 

progress variable is       . 

The burning velocity model (BVM) is used to close the combustion source term for 

reaction progress. 
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Where  ̅  is the density of the unburnt mixture. The diffusive exchange of species 

and energy, which makes the flame proceed in space, is already accounted for by 

the source term  ̅ . the turbulent burning velocity is calculated using the Zimont 

model [24].  

2.5 Results and discussion  

2.5.1 Configuration 1: Back ward facing step according to Pitz and Daily set 

up  

This test case deals with the turbulent premixed propane/air flame stabilized at a 

backward facing step which has been studied experimentally by Pitz et al.[13]. The 

test rig is shown in Figure 2-2. The air and propane are combined using three 

parallel venturi tubes and then mixed in a one meter long premixed section. The 

flow converges over the backside of the profile step with a 2:1 area ratio. The 

premixed flame is stabilized in a turbulent mixing layer at the edge of a 25 mm 

high step. The geometry shown in the Figure 2-2,  is completely described in 

[13].  Here, the simulations are performed for the non-reacting (ϕ=0) and reacting 

(ϕ=0.57) premixed propane/air flow at a Reynolds number equal to 22,000. The 

Reynolds number (    
   

 
) is defined based on the step height, H, average inlet 

velocity,   , and kinetic viscosity,  . The chosen computational domain which 

excludes the premixed section is 347 mm long, 51 mm high and has a third 

dimension in a span-wise direction with a thickness equal to the size of one 

numerical element. The velocity field at the inlet is specified as that of a fully-
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developed turbulent channel flow at the equivalent Reynolds number. A pressure-

based outlet boundary condition is used for the outflow. The other boundaries are 

considered as adiabatic and no-slip velocity boundary conditions, whereas the side 

walls are symmetric.  

 

(a) 

 

(b) 

Figure 2-2: (a) the experimental set up (from [13]) (b) simplified CFD domain including 

the flame stabilizer step (i.e. configuration 1) 

 

For the presentation of the results we first start with the general description of the 

two-dimensional flow field presented for a non-reacting condition. Calculations are 

done by using various turbulence models. The issues related to each model are 

addressed and the best model is selected for the further calculations. The reacting 

case is next simulated by using the chosen turbulence model from previous 

calculations. Figure 2-3 compares the results for velocity profile at the step (i.e. 

X/H=0) and X/H=3 for non-reacting flow. Here, three different turbulence models 
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are used. Numerical predictions of streamwise mean velocity using various 

turbulence models show a similar trend of flow over the step. The velocity profiles 

indicate that the flow separated at the step, resulting in recirculation regions behind 

the step, and then redeveloped along the channel which agrees well with the 

experimental results. The turbulence model which gave the best prediction in the 

non-reacting configuration is SAS-SST, while there is still some tendency to over-

predict the velocity.  Furthermore, the size of the mean recirculation region can be 

used as a comparative tool for determining the accuracy of backward facing step 

computations. The size of the recirculation vortex is defined by the reattachment 

length, L, which is the distance from the step face to the point of zero wall shear 

stress. It can be also estimated from the velocity field. The predicted value of the 

reattachment length is reported in Table 2-2. The SST turbulence model predicted 

the reattachment length with an error as small as about 5%. More significant error 

is observed for the     model with the predicted reattachment length at the 

position of 6.54 H. While the predicted mean reattachment point by using the SAS-

SST model is computed to 6.78 H which gives just about 3% deviation from the 

measured value of 7H.  
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            (a) 

 

           (b) 

Figure 2-3: Predicted velocity profile of Configuration 1 at (a) X/H=0 (b) X/H=3 for non-

reacting flow (ϕ=0) 
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Table 2-2: Reattachment lengths calculated at Reh=22,000 for non-reacting flow (ϕ=0) 

     

 Present work  Error (%) 

SAS SST 6.78  3.14 

SST 6.67 4.71 

    6.54  6.57 

Experiment [13] 7 --- 

To assess the effect of the combustion processes on the mean flow field, transient 

average stream-wise velocity profiles for the reacting flow are presented in Figure 

2-4 at three different sections using the BVM combustion model. BVM uses a RIF 

flamelet library [24] for the 'burnt' mixture; this mechanism involves a 35 species 

108 reactions scheme for the propane-air gas mixture. Based on the previous 

results for non-reacting flow, the SAS-SST model, which gives the best non-

reacting flow prediction, is used to model the turbulence effects. Overall, one can 

say this model yields satisfactory results for the mean velocity profile of the 

reacting flow. Just behind the step at X/H=1 the flow is almost stagnant and not 

very turbulent. In this location at the step height (i.e. Y/H=0), there is a large 

velocity gradient while further downstream where the hot reactants are penetrating 

into the cold flow at the center of the channel, velocity changes gradually. The 

maximum reverse velocity in the non-reacting flow at X/H=3 was 0.31 U0; while 

as seen in Figure 2-4, in the reacting flow it is about 0.47 U0 meaning that the 

maximum reverse velocity in the reacting flow is higher which is due to the heat 

release. The important observation is that within the height of the step (Y/H<0), the 

reverse velocity is underpredicted by the model pointing to the fact that the 

strength of the predicted recirculation zone is less than the measurements. While 

above the step height (i.e. center channel), velocity profiles are in good agreement 

with the measurements. That can be explained due to the deviation from two-

dimensional behavior which can affect the size and strength of the vortexes formed 

behind the step.  

Table 2-3 shows reattachment lengths calculated for the reacting flow. Here, as a 

result of the expansion due to combustion, the reattachment length decreases 35% 

compared to the non-reacting flow (L/H=7). In this case, the reattachment length is 

numerically predicted with an error about 2% which is fairly acceptable.   
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(a)   

 

(b) 

 

   (c) 

Figure 2-4: Predicted stream-wise velocity profile in configuration 1 at (a) X/H=1 (b) 

X/H=2 (c) X/H=3 for reacting flow (ϕ=0.57) 
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Table 2-3: Reattachment lengths calculated at Reh=22000 for Reacting flow (ϕ=0.57) 

     

 Present work  Experiment [13] Error (%) 

Reacting flow  4.4  4.5  2.2 

 

 

2.5.2 Configuration 2: Back ward facing step with heated wall  

Due to the thermal interaction between hot gases and the colder liner wall, and also 

the correlation between gas temperature, density and speed of sound, correct 

prediction of the heat transfer is of high importance. The effects of the enhanced 

heat transfer between hot gases and the liner during the unstable regime of the 

combustor may result in damage of the liner where there is interaction between the 

flame and the wall. For this reason and to verify the accuracy of the models to 

predict the heat transfer, in this section simulations are done for the case of 

stationary flow across a backward facing step with a heat source embedded across  

the bottom wall downstream the step. Geometric details of the control volume and 

the coordinate system applied in this section follows the setup as used by Vogel et 

al.[14]; the length of the domain is 40 H, the height upstream and downstream of 

the step are respectively equal to 4 H and 5 H for an expansion ratio    
 

     
 

of 1.25, while the value of H is taken as 3.8 cm. Similar to the configuration 1, the 

CFD domain in this configuration has a third dimension with a thickness equal to 

the size of one numerical element. Definition of the boundary condition relies on 

the properties of the physical condition known through the experimental data. 

Therefore, a constant heat flux, q″=        is embedded across the bottom wall, 

downstream of the step. To make a comparison in this case the Reynolds number 

(     is fixed to 28,000 and air at ambient temperature is selected as a working 

fluid. The chamber is subjected to an external air flow at room temperature 

entering the computational domain upstream of the step expanding downstream 

and forms a recirculation region as it is shown in Figure 2-5. The velocity field at 

the inlet is specified as that of a fully-developed turbulent channel flow at a similar 

Reynolds number. However the reference free stream velocity is equal to 11.3 m/s. 

A pressure-based outlet boundary condition is used for the outflow. The other 

boundaries are considered as adiabatic and no-slip velocity boundary conditions. 
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Based on the previous calculations done on the configuration 1, the SAS-SST 

model is chosen for modeling the turbulence effects.  

 

 

Figure 2-5: Stream function of mean flow averaged in space 

 

   
(a) (b) (c) 

   
(d) (e)                                                (f) 

   
(g)                                                 (h)                                                (i) 

Figure 2-6:  Velocity profiles at various locations (a) X/H=2.3, (b) X/H=3, (c) X/H=3.73, 

(d) X/H=4.46, (e) X/H=5.20, (f) X/H=5.94, (g) X/H=6.67, (h) X/H=7.4, (i) X/H=8.87 
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According to Figure 2-6, the main bulk of the flow field away from the wall was 

modelled fairly well. Velocity profiles showed good agreement with the 

experiments. The main differences are observed near the bottom wall, especially in 

vicinity of the centre of the recirculating zone. Here, the velocity gradients are 

under predicted. The reattachment length is predicted to be 6.8 H which gives an 

error of 1.9% compared to the measured value of 6.67 H. Generally velocity 

profiles demonstrate the growth of the shear layer, and the subsequent contact of 

flow with the wall at the reattachment point. 
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    (a)      (b) 

  

     (c)      (d) 

  

     (e)      (f) 

Figure 2-7: Temperature profiles at different locations (a) X/H=0.33, (b) X/H=1.7, (c) 

X/H=4.3, (d) X/H=7, (e) X/H=9.7, (f) X/H=15 
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Figure 2-7 shows the comparison of the temperature profiles at different 

streamwise positions downstream of the step. Significant gradients in the 

temperature are observed in the near wall region along the length of the 

downstream section. The only exception, (i.e. the only region far from the wall 

where significant temperature gradients occur) is immediately behind the step. This 

is due to the presence of the secondary bubble as well as the larger recirculating 

zone squeezing the induced flow. The spread of the mean temperature gradients 

downstream the reattachment location clearly shows the growth of the thermal 

boundary layer.  

 

Figure 2-8: Predicted and measured Stanton number along the bottom line of the BFS  

 

Figure 2-8 compares the predicted and measured Stanton number (St); this 

dimensionless number represents the ratio of heat which is transferred into the fluid 

to the thermal capacity of the fluid, as: 

   
  
    

 
2-44 

where    is the convection heat transfer coefficient, equal to the ratio of heat flux 

(q″) to temperature difference between wall temperature (  ) and external 

boundary temperature (  );        and   are the density, the specific heat and speed 

of the fluid , respectively.  

According to the Figure 2-8, both Stanton number profiles show the same feature. 

The position of the maximal Stanton number peak and also the peak magnitude are 
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precisely predicted which are in consistence with experiments. Keeping in mind 

that the location of X/H=0 corresponds to the step location, it can be observed that 

the low heat transfer rate occurs in the recirculation region which is followed by a 

steep increase. The maximum value of Stanton number is achieved approximately 

slightly upstream of reattachment point which is equal to 6.8 H. Compared to 

Figure 2-7, it can be concluded that the decrease in wall temperature (T-T0) is 

accompanied by an increase in convective heat transfer till its maximum value near 

the reattachment point, while downstream the reattachment the Stanton number 

decreases as the wall temperature is increased.    

Conclusion  

In this work, numerical investigation of turbulent flow with regions of separation 

behind a Back ward facing step have been carried out for both reacting and non-

reacting flow. Among the investigated turbulence models (    , SST and SAS-

SST), SAS-SST model showed the best agreement with the experimental data. The 

chosen turbulence model was used for the calculation of well documented case of 

turbulent flow over a back ward facing step with the heated wall, showing 

satisfactory results compared to experimental data. For modeling of the reacting 

flow, the BVM combustion model was used. The predicted results using this model 

showed accurate results with an error about 2% on prediction of reattachment 

length.  
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Abstract 

The objective of this study is to investigate the sensitivity and accuracy of the reaction flow 

field prediction for the LIMOUSINE combustor with regard to choices in computational 

mesh and turbulent combustion model. The LIMOUSINE combustor is a partially premixed 

bluff body stabilized natural gas combustor designed to operate at 20-80 kW and 

atmospheric pressure and used to study combustion instabilities. The transient simulation 

of a turbulent combusting flow with the purpose to study thermo-acoustic instabilities is a 

very time consuming process. For that reason the meshing approach leading to accurate 

numerical prediction, known sensitivity, and minimized amount of mesh elements is 

important. Since the numerical dissipation (and dispersion) is highly dependent on, and 

affected by, the geometrical mesh quality, it is of high importance to control the mesh 

distribution and element size across the computational domain. Typically, the structural 

mesh topology allows using much less grid elements compared to the unstructured grid, 

however an unstructured mesh is favorable for flows in complex geometries. To explore 

computational stability and accuracy, the numerical dissipation of the cold flow with 
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mixing of fuel and air is studied first in the absence of the combustion process. Thereafter 

the studies are extended to combustible flows using standard available ANSYS-CFX 

combustion models. To validate the predicted variable fields of the combustor’s transient 

reactive flows, the numerical results for dynamic pressure and temperature variations, 

resolved under structured and unstructured mesh conditions, are compared with 

experimental data. The obtained results show minor dependence on the used mesh in the 

velocity and pressure profiles of the investigated grids under non-reacting conditions. 

More significant differences are observed in the mixing behavior of air and fuel flows. 

Here the numerical dissipation of the (unstructured) tetrahedral mesh topology is higher 

than in the case of the (structured) hexahedral mesh. For that reason, the combusting flow, 

resolved with the use of the hexahedral mesh presents better agreement with experimental 

data and demands less computational effort.  Finally in the paper the performance of the 

combustion model for reacting flow is presented, and the main issues of the applied 

combustion modeling are reviewed. 

Keywords: structured mesh, unstructured mesh, RANS solver, partially premixed 

combustion. 

 

3.1 Introduction 

The first step for the CFD calculation is the generation of a mesh in the domain of 

interest, on which the governing partial differential transport equations can be 

discretized. Nowadays, many different element and grid types are available; 

however the choice highly depends on the problem and the solver capabilities, 

because every method has advantages and disadvantages. One category of meshes 

are the structured meshes. A structured mesh is a mesh which uses a uniform 

element shape. The topology of the cells in a structured mesh is specified for the 

mesh as a whole, and is not deduced from the nodes. Another type of mesh is the 

unstructured mesh. Unlike a structured mesh, unstructured grids employ an 

irregular mesh to cover a volume, using geometry mesh entities like faces, edges 

and nodes [1, 2]. An overview of unstructured mesh techniques for computational 

fluid dynamics is given by Mavriplis [3] and Kikuchi[4].  

In general, structured grid approaches are often used with implicit formulations 

[5], while unstructured methods seem to be more conveniently used with the 

explicit formulations [6]. In general, implicit methods used on structured 

grids seem to be more stable, accurate and converge faster, at least for a large class 

of practical test cases [7]. In this specific context, to the best knowledge of the 

authors there is no literature directly evaluating the impact of using 
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fully structured versus unstructured flow solvers on RANS modeling of 

combustible flows.  

Hansen et al. [8] investigated the performance of unstructured grids  for turbulence 

resolving calculations in the application of flow over a circular cylinder at 

Reynolds numbers 3,900-140,000. They came to the conclusion that good 

comparison with experimental data was obtained with the use of structured grids 

for variables like the Strouhal number, time-averaged drag, back pressure, and 

recirculation zone length. For simulations of flows at a Reynolds number of 

140,000, the time-averaged coefficient of pressure and drag fell within two 

separate sets of experiments and closely match a similar set of computations on 

structured grids using a high order of discretization solver. 

Studies done by  Hua et al. [9] on the flow near a spur-dike indicate that the 

precision with unstructured grids is higher than that with structured grids in spite 

that the CPU time required is slightly more with unstructured grids.  

Studies done by Tomita et al. [10] showed the strong influence of mesh type on the 

flow quantities. However they proved that for both structured and unstructured 

mesh types, the SST turbulence model presented good prediction compared to 

experiments, while for simulations with other turbulence models like (RSM) 

results using the structured mesh were superior.  

Hence it can be concluded that on basis of the literature the accuracy of the flow 

simulation is sometimes, but not always, best with a structured solver and it seems 

to be dependent on the flow geometry and the quality of the mesh generator. For 

this reason our purpose in this study is to explore the performance and limitations 

of certain structured and unstructured grids to investigate the numerical dissipation 

of the fuel/air mixture flow specifically for the bluff body flow in the LIMOUSINE 

combustor. All experimental data used for validation of this study is taken from 

[11]. The experimental configuration and computational domain are first 

introduced in the section “combustor setup”. The next Section “numerical method” 

provides the details about the numerical methods, meshes and sets of boundary 

conditions used for CFD calculations. The applied physical models for turbulence 

and combustion are presented in the section “modeling of turbulence and 

combustion”. Due to the importance of the mixing as a determining factor in the 

combustion modeling, the first part of the result section is devoted to the 

analysis of the mixture flow in the absence of the combustion process. CFD 

predictions obtained by using a fully structured and a fully unstructured solver are 

http://www.sciencedirect.com/science?_ob=RedirectURL&_method=outwardLink&_partnerName=27983&_origin=article&_zone=art_page&_linkType=scopusAuthorDocuments&_targetURL=http%3A%2F%2Fwww.scopus.com%2Fscopus%2Finward%2Fauthor.url%3FpartnerID%3D10%26rel%3D3.0.0%26sortField%3Dcited%26sortOrder%3Dasc%26author%3DHUA,%2520Zu-lin%26authorID%3D7101891594%26md5%3D5f5b7b283ab9944fb797c14d69ed039f&_acct=C000024538&_version=1&_userid=499905&md5=aeb71644acbbb9459654c5e103b9f53d
http://www.sciencedirect.com/science/article/pii/S0017931012003936#s0010
http://www.sciencedirect.com/science/article/pii/S0017931012003936#s0025
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discussed and compared to experiments. Subsequently, studies are extended to 

flows with combustion using combustion models standard available in ANSYS-

CFX.  

3.2 Combustor setup  

The experiment, which is used as a basis for modeling studies, is performed on a 

test rig which is shown in Figure 3-1 [11]. It is located at the University of Twente 

and 4 other laboratories, within the framework of the European Marie Curie Initial 

Training Network project “LIMOUSINE”. The set-up is designed to study limit 

cycles of combustion rate oscillations due to thermo-acoustic instability. The 

combustor consists of two sequentially coupled rectangular ducts with different 

widths, with the burner in between the two ducts. The duct upstream of the burner 

has a 25x150 mm
2
 cross section and is 275 mm long, whereas the duct downstream 

the burner has a cross sectional area enlarged to 50x150 mm
2
, to partly compensate 

the volume expansion due to the combustion. In the transition between the ducts 

the burner is mounted, that creates a flow recirculation pattern that stabilizes the 

flame, by means of a triangular bluff body. In this configuration which is the third 

design version of the combustor (V3), the total length of the combustor is 1050 

mm (see Table 3-1 for dimensions). Therefore the width (150 mm) of the 

combustor is much larger than the depth (50 mm), but much less than the height,  

and the system approximates in behavior a two dimensional combustor. Details 

about dimensions of the model combustor are summarized in Table 3-1. Air as the 

oxidizer is injected at the upstream end. The flow recirculation that stabilizes the 

flame is in this case created by a wedge, which is placed at the point where the 

small duct is attached to the large duct. From the side surfaces of the wedge 

gaseous fuel is injected through 62 holes.  The fuel used here is methane at room 

temperature. All pieces, except the brass bluff body, are made from heat resistant 

stainless steel S310. The only cooling of the combustor is by natural convection 

and radiation at the outside surfaces. The burner can operate at a range of power of 

20-80 kW and air factor 0.8-2.  
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Figure 3-1:  (a) experimental set up (b) limousine burner 

 

Table 3-1: Dimensions of the model combustor 

Location  Dimension (mm) 

Upstream height  220 

Upstream width 25 

Downstream height  780 

Downstream width 50 

Width of the combustor in the third direction 150 

(b) (a) 
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3.3 Numerical method  

The CFD code employed here is ANSYS-CFX 14.0. It uses an implicit finite 

volume formulation to construct the discretized equations representing the 

Reynolds Averaged Navier-Stokes equations for the fluid flow. The model consists 

of a compressible solver with a co-located (non-staggered) finite volume method, 

such that the control volumes are identical for all transport equations [12]. To 

avoid the decoupling of the pressure field, CFX uses the Rhie-Chow [13] 

discretization method for the mass terms, as modified by Majumdar [14].  A 

coupled algebraic multi-grid solver is used to give robust solutions for the 

governing system of linearized equations representing the differential transport 

equations in discretized form. For the discretization of the governing equations a 

high resolution advection scheme spatial method and a second order backward 

Euler discretization for time accuracy is used. The computational geometry used in 

the solution process is illustrated in Figure 3-2.  

Details about boundary conditions imposed on the domain are summarized in 

Table 3-2. The flow parameters are set consistent with the experimental conditions 

depicted in Table 3-3. The closed acoustic inlet boundary condition at the upstream 

end was implemented by prescribing a uniform and steady inlet velocity profile at 

the air inlet, which ensured an acoustically closed inlet. The mass flow rate of fuel 

per unit cross sectional area was specified at the fuel inlet. At the combustor outlet 

the pressure was set to a constant value of 1 atm, which represents the open 

acoustic boundary condition. In order to take in to account the effect of heat losses 

through the walls, the walls were treated as convective boundaries where an 

outside heat transfer coefficient and outside temperature were specified. 

In this work the effects of turbulence are simulated by using the Shear Stress 

Transport Turbulence Model (SST) in the steady state calculations, while for the 

transient calculations the Scale-Adaptive Simulation model (SAS) is used. 

Reacting flow simulations are carried out on the model combustor using different 

combustion models which are standard available in ANSYS-CFX. In the following 

sections the used turbulence and combustion models are described briefly.  
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Figure 3-2: A schematic representation of the model combustor: (a) computational domain 

in CFD calculation (b) an enlarged view around the wedge (c) cross sectional area of the 

combustor (view from the top) 
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Table 3-2: Details about boundary condition 

Location B.C 

Air Inlet Normal speed 

Fuel Inlet Mass flow rate 

Outlet Average static pressure 

Walls Non-slip 

 

 

Table 3-3: Operating condition 

Power (kW) Air factor 
Fuel mass flow rate 

[g/s] 

Air mass flow rate 

[g/s] 

40 1.4 0.8  19.152 

60 1.2 1.2  24.624 

 

 

3.3.1 Modeling of Turbulence and combustion 

The SST (shear stress transport) turbulence model  

The k   turbulence model has two main weaknesses as: over predicting the shear 

stress in adverse pressure gradient flows, due to too low dissipation, and 

requirement for wall modification. The     model is better in predicting the 

adverse pressure gradient flow and it does not use any damping functions. 

However, it is dependent on the value of   in the free stream flow. In order to 

improve these models, the SST model suggested by Menter [15] was developed. 

The SST is an eddy-viscosity model which is using a combination of  k    and  

    models for the core flow and boundary layer, respectively. For this a 

blending function F1 is introduced which is equal to one in the near wall region 

and equal to zero for the flow domain in the outer region. It smoothly switches 

from the     model in the near wall region to the k   model for the rest of the 

flow. In this way, the near-wall performance of the      model can be used 

without the potential errors resulting from the free stream sensitivity of that model.  
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The SAS turbulence model  

The Scale-Adaptive Simulation (SAS) is an advanced URANS model which 

allows better resolution of the turbulence spectrum in unstable flow conditions. 

This model can change smoothly between LES-like behavior in regions where the 

turbulence structure is well resolved and the SST model where the unsteady flow is 

not well resolved. The starting point of the transformation to the SST model is the 

k-νt formulation as given by Menter et al.[16].  

3.3.2 Modelling of the combustion 

The simulations here have been carried out with the help of four different 

combustion models (available in ANS S-CFX code), depending on suitability in 

terms of time and available computer capacity. Their basic principles and features 

were given in [17].  

3.4 Results and discussions  

3.4.1 Part I: Meshing Effects  

All the meshes used in this study were generated using the meshing tool ANSYS 

Workbench 14.0. The grid which represents the flow domain can be unstructured 

(composed of hexahedra, tetrahedral, wedges, and pyramid control volume shapes) 

or structured. In general, structured meshes offer easy data access, while 

unstructured meshes offer more convenient mesh adaptivity and better fit to 

complex geometries. The big advantage of using the structured hexa meshes 

applications is, that one can align the mesh relatively nicely with the flow 

direction, therefore reducing numerical diffusion and aiding convergence, and less 

elements are demanded to fill the considered domain. However it should be noticed 

that in each approach the mesh adjacent to the wall should be fine enough to 

resolve the boundary layer flow. In boundary layers, quadrilateral, hexahedron, and 

prism/wedge cells are preferred over triangles, tetrahedrons, or pyramids. 

Considering that all important turbulent structures and stresses are generated close 

to the wall, it is very important to control the distance of the first element from the 

wall surface, because different turbulence models have different requirements for 

mesh treatments to guarantee accurate results. For the unstructured mesh, it is 

possible to define the smaller and larger element sizes to control this distance from 

the wall surface. For the structured mesh generation the control of the elements 

distribution near the wall is more robust and the smoothing process as well as the 
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use of different functions is possible. Since the resolution of the grid has 

significant effects on the accuracy of results, in this work each mesh type was used 

for three different mesh sizes in each structured and unstructured approach, and the 

final mesh chosen for simulation is shown in Table 3-4. Figure 3-3 demonstrates 

the influence of the number of elements in the present configuration based on the 

vertical component of velocity profile at three different lines along the length of 

the combustor for structured and unstructured meshes. The velocity profiles on the 

final chosen grids are compared for three different lines taken from two different 

planes: plane A-A and plane B-B which are respectively shown in Figure 3-4 and 

Figure 3-5. As it is obvious, in the plane A-A, the unstructured grid predicts higher 

value of velocity in each location while the trend is not the same for the second 

plane (i.e. B-B) (see Figure 3-5); this points to the fact that the mass flow rate 

remains the same using any type of grids. 

 

 

Table 3-4: Number of elements for each mesh 

 Structured  Mesh Unstructured Mesh 

Number of elements 4,000,822 6,200,000 
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                    (a)                       (b)                              (c)  

 

                    (d)                       (e)                              (f)  

Figure 3-3: Mesh-dependency studies of structured grid (st) at different locations: (a) y=20 

cm, (b) y=40 cm, (c) y=60 cm and unstructured mesh (unst): (d) y=20 cm, (e) y=40 cm, (f) 

y=60 cm based on the streamwise velocity. 
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(a)  (b)  (c)  

 

Figure 3-4: Comparison of streamwise velocity for the chosen grids taken from cross 

section A-A at: (a) y=20 cm, (b) y=40 cm, (c) y=60 cm 

 

   
         (a)         (b)          (c)  

 

Figure 3-5: comparison of streamwise velocity for the chosen grids taken from cross 

section B-B at: (a) y=0.5 cm, (b) y=10 cm, (c) y=20 cm 

 

Mechanisms of mixing  

In the Reynolds-averaged approach, a model for the turbulent mass flux,   
   ̅̅ ̅̅ ̅  is 

required to calculate averaged scalar fields; where   
  and    are fluctuating 

components of instantaneous velocity and instantaneous concentration of species, 

respectively. The gradient diffusion model [18] can be used to model   
   ̅̅ ̅̅ ̅given by: 

  
   ̅̅ ̅̅       

  ̅

   
                         3-1
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Where     is the eddy diffusivity of the scalar concentration, and is generally 

calculated from          ⁄ .    stands for the turbulent viscosity and     is a 

turbulent Schmidt number.  

By ignoring reactions, sources and molecular diffusion, similarly to molecular 

models, the following transport equation must be satisfied: 

   ̅

  
  ̅ 

   ̅

   
 

 

   
    

   ̅

   
                              3-2  

The Eddy diffusivity is a matrix expression that may vary in space. 

In this study, we measure the CH4 concentration as well as the eddy viscosity in the 

absence of chemical reaction to investigate the effect of the chosen mesh on the 

gradient diffusion model. Figure 3-6 represents the effect of the chosen grid on the 

mixing behavior. The CH4 mass concentration obtained by using each grid type is 

shown in three different cross sectional planes along the length of the combustor. It 

can be assumed that in this combustor turbulent diffusion is several orders of 

magnitude larger than molecular diffusion, and therefore, ideally prediction of 

turbulent mixing should not be affected by numerical diffusion [19]. However, 

much stronger mixing is predicted by the unstructured mesh, probably because of 

the strong numerical diffusion inherent to these grids (numerical artifact resulting 

from the use of a first order upwind for discretizing the convection terms). Indeed 

in the structured mesh, cells are aligned with the general flow direction giving 

lower numerical dissipation and lower cell count. 

The obtained mixing results in the unstructured grid as well as the velocity profile 

presented in Figure 3-3 are slightly asymmetric with respect to the center, which is 

not expected from a physical point of view.  

Figure 3-7 shows the calculated turbulent eddy viscosity on two different types of 

grids. Although higher rate of mixing and therefore smaller gradient of 

concentration was predicted by the unstructured grid, the turbulent eddy viscosity 

and therefore the eddy diffusion is less in this case, confirming the existence of 

higher numerical diffusion attached to this grid which leads to higher mixing. 

Overall not only these results show how numerical diffusion affects the distribution 

of species, they also demonstrate how numerical diffusion can cause an unphysical 

asymmetric velocity profile.  
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                      (a)                                    (b)                                        (c) 

Figure 3-6: Comparison of structured (st) (on top) and unstructured mesh (unst) (on 

bottom) on the mixing behavior of CH4 concentration at: (a) y=10 cm, (b) y=20 cm, (c) 

y=30 cm 

 

   

   

   (a)  (b)  (c)  

Figure 3-7: Comparison of turbulent eddy viscosity calculated by structured (st) (on top) 

and unstructured mesh (unst) (on bottom) at: (a) y=10 cm, (b) y=20 cm, (c) y=30 cm 

 

Flow characteristics 

Figure 3-8 shows a time averaged transient solution of the vertical velocity 

component, v, in the cold flow simulation, as well as velocity measurements 

obtained with the Particle Image Velocimetry method (PIV) averaged over 100 

images, measured at Imperial College London. In each part of this figure, 

isocontours of v = 0 are shown which are representing the location of the 

recirculation zones (labeled in with 0).  Recirculation occurs in three regions:  in 

the central recirculation zone (referred as CRZ) which is stabilizing the flame, and 
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also in two regions between the fresh fuel gas jets and near the liner of the 

downstream duct referred as (ORZ: outer recirculation zone).  

The predictions compare quite well with the measurements in the center and outer 

recirculation regions, while the velocity magnitude in profiles close to the wall is 

overpredicted: especially in the case of using the unstructured grid. This can be due 

to the near-wall treatment used in the simulations and the resulting cell size very 

close to the wall. A second explanation is that in measurements very close to the 

walls, reflections from the laser beam tend to under predict the velocity, due to 

bright spots or deposition of particles etc. And lastly, at downstream positions of 

around 25 mm the PIV data shows a region of lower velocities. This is due to 

reflections from the rear window causing under predictions of the velocity similar 

to the regions close to the side walls. Furthermore the core of the CRZ is more 

squeezed compared to measured data. However, the current predictions are able to 

capture the essential characteristics of the flow (i.e stagnation points etc.). 

Although there are some differences between simulations and experiments, the 

predicted pressure fluctuations which will be discussed later show very good 

agreement with experimental data. 

 

   

Figure 3-8: Stream wise velocity component for 40 kW thermal power and air factor 1.4: 

experiment (left), structured mesh (middle), unstructured mesh (right)  
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Figure 3-9 shows the average velocity profiles on the chosen grids taken from the 

plane B-B (see Figure 3-2) at mid-pitch (x=0) across the entire stream and span. 

Calculations done on the structured grid show more uniform velocity profile in the 

streamwise direction compared to the unstructured grid confirming the prediction 

of higher turbulent eddy viscosity in the structured mesh as presented in Figure 

3-7. Considering the fact that the first and the last fuel injectors on the side surfaces 

of the wedge are far from the side walls in the spanwise direction (z), the presence 

of two corner recirculating zones (CORZ) is expected. These CORZs can squeeze 

the main flow and create a big recirculation zone in the middle acting like a 

blockage where the flow expands around it. Under reacting conditions, this effect 

of blockage on the spanwise direction should be less because of higher acceleration 

of flow and thermal expansion (see Figure 3-10).   
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                                                 (a)                                            (b) 
 

Figure 3-9: Stream wise velocity component on the cross sectional area B-B: (a) structured 

mesh, (b) unstructured mesh 
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Figure 3-10: Stream wise velocity component on the cross sectional area B-B using BVM 

model power = 60 kW and λ=1.2 

 

Figure 3-11 and Figure 3-12 show the enlarged view of the mesh around the wedge 

for the structured and unstructured grids, respectively. Due to having very small 

scales in the geometry (i.e. 1mm fuel holes and 3 mm burner passage slots), 

generating a mesh with good quality and without massive jumps in the element 

size or introducing high aspect ratios is very difficult. Despite these difficult 
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aspects of the combustor design, care was taken to keep the aspect ratio, expansion 

factor and orthogonality angle in the desired range.  

 

 

Figure 3-11:  Details of mesh around the bluff body for structured mesh 

 

 

Figure 3-12: Details of mesh around the bluff body for unstructured mesh 

 

Figure 3-13 presents the conserved variables residues history in the simulation 

process for both mesh methods. It is important to mention that, in the case of the 

unstructured grid, the numerical procedure started oscillating around residues value 
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of 1e-5. Therefore a dissipative scheme is set up using a first-order discretization 

for the Navier-Stokes advection terms to avoid numerical instabilities, and then 

after 100 iterations the discretization order of advection terms in momentum 

equations was changed back to second order. 

 

    

 

 

Figure 3-13: Numerical residuals using structured (top) and unstructured mesh (bottom) 

 

  

3.4.2 Part II: non-reacting flow 

The acoustic phenomenon in a gas turbine combustor can originate from different 

sources. Vibrating mechanical structures, regions of turbulent flow, mixing of 

fluids with different temperatures are some examples for sound generation 

mechanisms. However, earlier  performed analyses on different types of noise 

sources in the combustor chamber, showed that the acoustic noise induced by the 

unsteady combustion process is the strongest acoustic source [20]. This is of course 

missing in non-reacting calculations. To determine the exothermic effects on the 
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flow in the model combustor, a non-reacting flow was first simulated as a reference 

by using different mesh types. The main parameters which were analyzed are: 

pressure fluctuations, streamwise velocity and also temperature in the case of hot 

flow. To observe the pressure fluctuations inside the combustion chamber, several 

locations along the length of the combustor are monitored, which are shown in 

Figure 3-14. In this figure, P1 to P6 are representing the location of both CFD 

monitor points and test rig pressure transducers, while T1 to T4 stand for 

thermocouple locations.   

The measurement errors for the pressure transducers as reported in [11] are 12% 

for a single sample and for measurements in order of 4,000 Pa. However the data 

acquisition system combines the results of several samples to reduce this value to 

value of 2.6%. 

 

Figure 3-14: Pressure and temperature monitoring points in the CFD domain: upstream and 

downstream of the wedge 

Figure 3-15 shows the pressure spectra of the isothermal flows in the combustor 

with non-reacting mixture measured and calculated at three pressure transducer 

locations mounted downstream the bluff body (numbers 4 to 6 in Figure 3-14).  To 

have better visualization of the plots, the pressure data obtained from the 

unstructured grid has been scaled down by a factor 5. The combustor shows a self-

excited acoustic mode at about 90 Hz.  Other peaks of lower magnitude can be 

observed at multiple times the main frequency. The comparison between the 

calculated and measured mean velocity on structured and unstructured meshes 

(Figure 3-8) showed a minor dependence on the used mesh. The comparison of 

pressure data shows however an overprediction of a factor of 5 in the amplitude of 

oscillations by the unstructured mesh simulation in comparison with both 

measured data and structured mesh simulation data. In addition the first mode 

calculated using the unstructured grid is under predicted by 20 Hz. The higher 

harmonics are more damped and not so clear in this scheme.  
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(a) 

 

(b) 

 

(c) 

Figure 3-15: FFT for 40 kw thermal power and air factor 1.4: experiment, structured mesh, 

unstructured mesh for different locations: (a) p4, (b) p5, (c) p6 
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The multi microphone method (MMM) is applied on the pressure data obtained 

from the CFD calculations (at the locations of pressure transducers P1 to P6) to 

reconstruct the acoustic pressure and velocity fields. Figure 3-16 shows the 

amplitude of pressure as well as velocity fluctuations, measured at the first and the 

second peak frequencies against the length of the combustor. The origin of the 

axial axis in this case is taken at the center of the exit plane. Therefore zero in the 

x-axis corresponds to the exit of the burner, and the vertical thick line at (-0.78) 

shows the position of the bluff body. The pressure anti-node at the inlet and the 

node at the outlet of the combustor confirm that the open-closed acoustic boundary 

condition is established well by the numerical method. The pressure amplitude 

decreases along the combustor and the maximum pressure occurs right above the 

bluff body, which matches the theoretical location of the maximum pressure for the 

first quarter wave. The pressure profile obtained at the second resonance peak (at 

about three times the first fundamental frequency) is consistent with the ¾ 

wavelength resonant mode of an acoustic pipe. 

Table 3-5 represents the values of reflection coefficients at the exit plane, obtained 

from the simulation based on the structured grid and also from the experiment at 

the University of Twente for the same operating condition. Quite good agreement 

can be seen between experiments and CFD data for the values of the reflection 

coefficients (R). These results prove that the combustor is acoustically open as R 

tends to unity.  
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Figure 3-16: Pressure (black line) and velocity (gray line) mode shape at the first 

fundamental frequency (top) and at the third quarter wave mode (bottom) for the structured 

grid calculations 

 

Table 3-5: Reflection coefficients calculated at the exit of the combustor 

CFD Experiment 

|R| Ф |R| Ф 

0.98 -3.00 0.99 -  

 

 

3.4.3 Part III: Reacting flow- Combustion modeling effect  

The reacting premixed flow is studied experimentally and also with 4 different 

combustion models. Results are presented in Figure 3-17 for air flow rate 19 g/s 

and a thermal power of 40 kW. For this flow, three clear self-excited modes are 

found experimentally at the University of Twente test rig which are around 240 Hz, 

480 Hz and 720 Hz. To identify the nature of these modes, a FEM analysis has 

been done with the average temperature field, given by the experimental data, to 

obtain the acoustic eigenmodes. As Heckl [21] proposed,  due to the area blockage 
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of the burner, it can be assumed that the upstream and the downstream part of the 

combustor are acoustically decoupled, therefore only the downstream duct has 

been taken into account in the FEM calculation. The obtained results confirm that 

the first and the third frequencies observed in the experiment are the first two 

acoustic modes of the combustor. The measured pressure signal shows limit cycle 

behavior with strong non-linearities with a peak at twice the fundamental 

frequency [22]. Besides these modes there are more peaks observed experimentally 

which correspond to vibrational eigen frequencies of the liner presented in [23]. 

Pressure fluctuation time history and FFT as obtained from simulations using 

different combustion models (all available in ANSYS- CFX) are presented in 

Figure 3-17. Failure of the Eddy Dissipation /Finite Rate Chemistry model can be 

concluded on basis of its prediction of a stable flame (which is not the case for the 

investigated operating condition).  

The PDF Flamelet model in CFX is originally designed for modeling of non-

premixed flames. Although testing this model for the LIMOUSINE combustor 

shows the model is able to predict the instability correctly, it failed in prediction of 

self-excited modes. The Burning velocity model (BVM) is found to over- predict 

mean temperature and the rate of conversion to product species. The predicted 

temperature profiles are consistent with the over-prediction of the molar fraction of 

major product species.  

Fourier analysis of the pressure signal obtained from the BVM model yields two 

distinct peaks appearing at frequencies of about 319 and 638 Hz. Among the 

combustion models tested in this paper, that is the only model able to predict the 

frequency doubling of the first self-excited mode. These peaks were present in the 

experiment, but with different amplitude and frequencies. Since in this paper the 

mutual interaction between flow and the vibrating liner (due to the high amplitude 

thermo-acoustic instabilities) for the numerical computations has been neglected, 

the effect of the vibrating walls on the combustible flow is only visible in the 

experimental data. Numerical simulation by using Large Eddy Simulation (LES) at 

CERFACS in the current combustor  also predicted a dominant peak at 305 Hz and 

also the secondary peak 617Hz, see [24], which is close to the value calculated by 

the BVM model. Nevertheless, some discrepancies between numeric and 

experiment, in the prediction of fundamental frequency in this Bluff body 

stabilized combustor, the use of  the BVM model for other applications on a swirl 

stabilized flame computations shows promising results compared to the 

experimental data [25].  
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Figure 3-17: Pressure fluctuations time history (left column) and FFT (right column) at 

power = 40 kW and λ=1.4 measured at a location 200 mm downstream the wedge  
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3.5 Conclusion and Future work 

In the paper, two structured-unstructured grid techniques in a finite volume method 

are used to simulate reacting and non-reacting flow in a partially premixed bluff 

body stabilized model combustor. This paper has presented the performance of the 

combustion model for reacting configuration, and the main issues of the performed 

combustion modeling were reviewed.  The following conclusions can be drawn 

from the present study: 

 The obtained velocity fields resolved under structured and unstructured mesh 

conditions show minor dependence on the used mesh in the mean velocity 

compared to the PIV data, while the pressure fluctuations were found to 

depend heavily on the investigated grids.  

 The unstructured mesh showed larger rates of mixing as compared to the 

structured mesh and hence this hints at significant numerical diffusion caused 

by the unstructured mesh discretization.  

 Using the Eddy Dissipation/Finite Rate Chemistry combustion model results in 

an unphysical stable flame (also flash back was observed). Although the PDF 

Flamelet model is able to predict the instability within the investigated 

combustion system, it failed in prediction of the frequency of the self-excited 

modes. 

 The Burning velocity model (BVM) is found to over-predict the mean 

temperature and rate of conversion to product species. However this model is 

able to predict the frequency doubling of the first self-excited mode. To 

overcome the former problem, it is important to improve the boundary 

condition imposed to the liner. Of significance may be the influence of the 

prescribed liner boundary condition on the predictions. This influence is likely 

to be larger than in the stable combustion processes. In order to assess the 

energy transfer from the combustor to the ambient, besides considering the 

convection from the liner, heat transfer due to radiation (emission) from the 

quartz glass windows should be also taken into account.  
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Abstract 

The paper presents a numerical study of the mechanisms deriving thermoacoustic 

instabilities in a lean partially premixed combustor in conditions representative of gas 

turbine combustion systems. Various combustion models and modelling approaches able to 

predict the onset of thermoacoustic instabilities are examined and applied to the 

experimental test rig in order to assess their validity. The influence of the imposed acoustic 

and thermal boundary conditions on characterization of the coupling between heat release 

rate fluctuations and the acoustic field is investigated. Predicted data is used to improve 

the understanding of mutual interactions between pressure fluctuations and unsteady heat 

release in the unstable combustors which play an essential role in characterizing limit-

cycle behavior. The mean convective time delay between heat release and the perturbation 

in the flow is used to determine the stability condition of the combustor. The study shows 

that heat transfer is important parameter regulating pressure oscillations.   

Keywords: Partially premixed combustion, Thermoacoustic instabilities, Combustion 

modeling, Heat transfer, RANS solver, Limit Cycle of Pressure Oscillations 
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4.1 Introduction 

Unfortunately the low emission of NOx and CO of the lean premixed combustion 

of natural gas comes at the cost of a high sensitivity to thermoacoustic instabilities 

[1-3]. Combustion instabilities are caused by resonant interactions with the 

acoustic field. Therefore, it is important to understand and explore the elementary 

processes of interaction between combustion and acoustic perturbations, which 

may become driving/coupling processes under unstable conditions. Unstable 

combustors can exhibit significant flow and pressure oscillations which may reach 

such high amplitudes that they cause flame extinction, structural vibration, flame 

flashback and ultimately failure of the system [4-6]. Several coupled mechanisms 

are known to promote such interactions, for example: flame-acoustic wave 

interactions, flame vortex interactions, thermal-structure interactions, fluid-

structure interactions, all of them may be present in a system individually or 

simultaneously [7-10]. The large amplitude pressure perturbations are indicated as 

Limit Cycle Oscillations (LCO) of the pressure;  

In this paper the goal is to model the thermo-acoustic self-oscillation phenomena in 

a laboratory-scale lean combustor operating in a partially premixed burning regime 

by means of CFD tools. This model combustor was built within the European 

project called LIMOUSINE. The burning conditions of the test rig correspond to a 

partially premixed flame where strong equivalence ratio variations can be created. 

Such regimes control auto-ignition problems, flame stabilization in the near field of 

burners, local quenching or re-ignition mechanisms. Since the classical models 

developed for premixed or purely diffusion flames should not be used unless 

specifically adapted, modeling such complex combustion physics numerically is a 

challenging task. In previous work done by authors [11], the impact of grid types 

and turbulent combustion modeling on the flow and predicted flame dynamics are 

evaluated; the BVM model found to be qualitatively in line with the experimental 

observations. It was also reported that the error in the prediction of the acoustic 

characterization could be due to the influence of the prescribed liner boundary 

condition. Here, the extended study aims to improve the CFD model in order to 

achieve to the quantitative match with the experiments. For this reason, the BVM 

model with an alternative discretization is implemented. Furthermore, for accurate 

prediction of the frequency and corresponding magnitude of the thermo-acoustic 

instability, and also to capture the reacting flow physics within the combustor, the 

effects of specified thermal and acoustical boundary conditions on characterizing 

limit-cycle behavior are examined. The predicted data accounts for the fact that a 
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precise model for predicting the heat losses from the system is essential to access 

the accurate estimation of instability magnitude.     

4.2 Thermoacoustic instability:  Limit cycle feedback loop 

The acoustic phenomenona in the gas turbine are deriven by various sources; 

Vibrating mechanical structures, regions of turbulent flow, mixing of fluids with 

different temperatures are a few examples of sound generation mechanisms. 

According to the modern theory for sound generation in fluid media, as formulated 

by Ligthill [12, 13], sources for sound generation can be identified to be of a 

monopole, dipole or quadrupole nature: 

1- Fluctuating fluid volumes ( e.g. created by unsteady combustion, piston 

machines or cavitation) 

2- Fluctuating external forces (e.g. created by flow around solid objects) 

3- Fluctuating shear of fluid particles; the best known source of this is free 

turbulence (e.g. in a jet. ) 

 

 

 

Figure 4-1: The feedback mechanism affecting the appearance of thermoacoustic 

instabilities in the combustion processes. 

In a uniform and stagnant fluid, the Lighthill equation describing these three basic 

aero-acoustic sources of sound (on the right hand side of Equation 4-1 ) can be 

expressed as:  

Heat Release 
Oscillations 

Acoustic 

Oscillations 
Flow/Mixture  

Perturbation 
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4-1 

 

In the combustion chamber, the flame is acting as a monopole acoustic source. 

Depending on the temporary flame positions and wrinkling, hot gases expand or 

contract in each direction simultaneously. According to the literatures on the 

different types of sources in the combustor chamber, the acoustic power from the 

combustion process is the strongest acoustic source [14, 15]. Fluctuations of 

velocity, acoustic oscillations (i.e. fluctuation of pressure field), and perturbations 

in the fuel concentration and in the mixing process may result in heat release 

perturbations and consequently pressure fluctuations. Perturbations of heat release 

are part of a self-exciting loop initiating the thermoacoustic instability. This 

feedback process affects the characteristics of the thermoacoustic instabilities. The 

involved dynamics results in a resonant coupling between unsteady combustion 

processes, pressure field in the combustion system and the mixing process.  The 

main phenomena involved in the feedback mechanism process are depicted in 

Figure 4-1. Depending on the phase shift between these dynamic systems, energy 

may be fed back into the initial perturbation source and thereby sustaining or 

damping the instability mechanism. The Rayleigh criterion [16] which recognizes 

the difference between damped or amplified interaction between pressure and heat 

release is often used to investigate and predict combustion instabilities. It states 

that if pressure and heat release fluctuations are in phase, the magnitude of 

thermoacoustic instabilities are enhanced, whereas the instabilities are damped 

when the pressure oscillations and heat release are out of phase.  This criterion is 

expressed by the following equation: 

   ∭       
 

     4-2 

where    and     are pressure and heat release fluctuations, respectively, integrated 

over one cycle of the oscillation in the flow domain Ω. The product of thermal 

oscillation and sound pressure fluctuation must be positive to enable combustion 

oscillations, whereas the negative sign indicates a damping process.  

Rayleigh’s criterion is a necessary but not a sufficient condition for the instabilities 

to occur [17]. Therefore Equation 4-2 has been extended to Equation 4-3 to include 

the losses of acoustic energy at the boundaries and entropy effects. According to 

Equation 4-3, the acoustic energy growth rate depends on the Rayleigh term but 
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also on the acoustic fluxes; therefore the Rayleigh criterion is only a necessary 

condition for instability to occur. 

   

  ̅
∫ ∫ p    t       t  dt d    ∫ ∫ p    t  u    t  dt d   

T 

  
T 

 
                                               

4-3 

As long as the energy flux from the flame to the acoustic field is greater than the 

losses, the amplitude of the pressure oscillations grows every period. When the 

acoustic energy losses match the energy gain the amplitude remains constant over 

time and this unstable regime is referred to as the Limit Cycle of pressure 

Oscillations (LCO). Since the integrals are also spatial both effects: destabilizing 

and stabilizing can occur at different locations of the combustor and at different 

times. The overall stability of the combustor will be then defined by the net 

acoustical energy added to the combustor domain. 
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                                                                               (b) 

Figure 4-2 :  (a) experimental set up (b) limousine burner 

 

4.3  Burner description  

The experiment, which is used as a basis for modeling studies, is performed on a 

test rig which is shown in Figure 4-2. It is located at university of Twente and 4 

(a)                                                              
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other laboratories, within the framework of the European LIMOUSINE project. 

The set-up is designed to study limit cycles due to thermo-acoustic instability. The 

combustor consists of two rectangular ducts with different widths, with the burner 

coupling both ducts. The duct upstream of the burner has a 25x150 mm
2
 cross 

section and is 275 mm long, whereas the duct downstream the burner has a 50x150 

mm
2
 cross sectional area to compensate the volume expansion due to the 

combustion. Although there are different approaches possible to stabilize a flame, 

in this study bluff body stabilization is used. Therefore in the transition between 

the ducts the burner is mounted that creates a flow recirculation pattern that 

stabilizes the flame. In this configuration which is the third design version of the 

combustor (V3), the total length of the combustor is 1050 mm (see table 4-1 for 

dimensions). Therefore the length of the combustor is much larger compared to the 

width making it behaves like a two dimensional combustor. Details about 

dimensions of the model combustor are summarized in Table 4-1. The combustor 

has large quartz glass windows in every wall to allow optical access to the flame. 

All pieces, except the brass bluff body, are made from heat resistant stainless steel 

S310. 

 

Table 4-1 : Dimensions of the model combustor 

Location  Dimension (mm) 

Upstream height  220 

Upstream width 25 

Downstream height  780 

Downstream width 50 

Width of the combustor in the third direction 150 

 

Air as the oxidizer is injected at the upstream end through a custom made air 

distribution system which has two longitudal pipes with passing holes of 2mm 

diameter. Fuel is injected through holes at the side of the wedge (see figure 4-2). 

Fuel used here is 100% methane at room temperature. The flow recirculation that 

stabilizes the flame is in this case created by the wedge which is placed at the point 

where the small duct is attached to the large duct. From the side surfaces of the 

wedge gaseous fuel is injected through 62 holes. The air and fuel flow are 
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controlled from a PC with control software and mass flow controller valves. The 

dynamic pressure is measured at 6 points along the combustor with piezoresistant 

pressure transducers. Three pressure transducers in the plenum are flush mounted 

in the wall, while the pressure transducers downstream the burner, are mounted in 

side tubes. Thereby the pressure transducers are protected from high temperatures. 

Every side tube ends in a long hose connected to a terminal metal pipe filled with 

an acoustic damping material, to impose anechoic conditions.  Pressure signals 

were measured with a DAQ system linked to a laptop. For every operating 

condition, 10,000 samples were recorded for each channel at 3,125 HZ.   

The only cooling of the combustor is by natural convection and radiation. The 

burner can operate at a large range of power and air factors. This configuration 

behaves like a variation of a Rijke tube [18]. It deviates from the standard Rijke 

tube because it is closed at the bottom end, open to the atmosphere at the 

downstream end and it has an air flow forced into it.   

4.4 Meshing and Numerical approach  

To save computational cost, the computational domain is reduced to a slice 

including just one fuel injector hole at either side of the flame holder. All the 

meshes used in this study are generated using the meshing tool ANSYS 

Workbench 14.5. Since the resolution of the grid has significant effects on the 

accuracy of results, in this work three different mesh sizes have been used and the 

final mesh chosen for simulation is shown in Table 4-2. 

Table 4-2: Number of elements for each mesh  

 Number of elements 

Original geometry  539,590 

Enlarged geometry 695,976 

 

ANSYS-CFX 14.5 uses an implicit finite volume formulation to construct the 

discretized equations representing the Reynolds Averaged Navier-Stokes equations 

for the fluid flow. The model consists of a compressible solver with a co-located 

(non-staggered) finite volume method such that the control volumes are identical 

for all transport equations [19]. To avoid the decoupling of the pressure field, CFX 

uses the Rhie-Chow [20] discretization method for the mass terms as modified by 
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Majumdar [21]. A coupled algebraic multi-grid solver is used to give robust 

solutions for the governing discrete system of linearized equations. For the 

discretization of governing equations, a high resolution advection scheme for 

spatial and second order backward Euler discretization for time accuracy is used. 

In the time implicit compressible methods, the full compressible equations are 

solved implicitly to escape the CFL stability limit.  However to keep the results 

more precise the solver must be run for low CFL values [22]. The computational 

geometry used in the solution process is illustrated in Figure 4-3.  

 

 

Figure 4-3 : A schematic representation of the model combustor: (a) computational 

domain in CFD calculation (b) an enlarged view around the wedge (c) cross 

sectional area of the combustor (view from the top) 

 

4.4.1 Governing equations 

The basic set of balance equations solved by ANSYS-CFX comprises the Navier-

Stokes, species and energy transport equations. The Favre average mass, 

momentum and energy conservation equations can be written as following:  

 -  Conservation of mass 

  ̅

  
 
   ̅ ̃  

   
                                                                          4-4 

- Momentum  
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  is the stress tensor which is related to the strain rate by: 

       ̃     
     4-6 

- Chemical species 

 
   ̅ ̃  

  
 
    ̅ ̃  ̃  

   
  

 ( ̅  
    

  ̃ )

   
 
        ̅̅ ̅̅ ̅̅ ̅̅ ̅ 
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Vk is the diffusive velocity of the kth species. The source term in the species 

transport equations is shown by   ̇;  

-  Energy equation 

     ̃ 

  
 
 

   
(  ̃   ̃   ̃     

      
   

          )   ̅̇  4-8 

 ̅̇  is the chemical source term and    ̃ is given by: 

  ̃   ̃   ̃  ̃   +k                                                              4-9 

Where the turbulent energy, k, is defined by: 

  
  
   
 ̃

 
 

4-10 

Note that the term    in Equation (4-8) is the heat flux which represents heat 

conduction and transport through species gradients given by (     
  

   
 

 ∑       
 
       ). 

The unclosed terms contain products of fluctuating values (e.g     
   
 ̅̅ ̅̅ ̅̅ ̅,  ̅  

    
  ̃ etc.) 

which need to be modeled. In this work the effects of turbulence are modeled by 

using the Shear Stress Transport Turbulence Model (SST) in the steady state 

calculations, while for the transient calculations the Scale-Adaptive Simulation 

model (SAS) is used. Reacting flow simulations are carried out on the model 

combustor using different combustion models which are standard available in 

ANSYS-CFX.  
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4.4.2 Boundary conditions 

The numerical treatment of the flow boundary condition is of great importance and 

can result in artificially stable or unstable predictions. Details about boundary 

conditions imposed on the domain are summarized in Table 4-3. The flow 

parameters are set consistent with the experimental conditions depicted in Table 

4-4. The closed acoustic inlet boundary condition at the upstream end of the 

combustor was implemented by using a uniform and steady inlet velocity profile at 

the air inlet, which ensured an acoustically closed inlet. The mass flow rate of fuel 

was specified at the fuel inlet. A partially reflecting boundary condition was 

applied at the outlet by setting pressure at that location to a constant value of 1atm, 

which implements the open acoustic boundary condition.  

 

Table 4-3: Details about boundary condition 

Location B.C 

Air Inlet Normal speed 

Fuel Inlet Mass flow rate 

Outlet Average static pressure 

Walls Non-slip 

 

Table 4-4: Operating condition 

Power  

(kW) 
Air factor Fuel mass flow rate [g/s] 

Air mass flow 

rate [g/s] 

40 1.4 0.8  19.152 

4.5  Results and discussions  

Figure 4-4 represents the measured stability condition of the combustor for all 

possible combinations of 4 thermal power and 4 air factor settings, allowed by the 

air and fuel control valves. The most important parameter to characterize the 

stability condition of the combustor is found to be the air factor. Here the important 
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observation is that the limit cycle is always present for flames richer than   = 1.60. 

The majority of operating points always show the same regime. However there is a 

small region of operating conditions (including    = 1.60 &   = 1.80) that can be 

either in the stable or unstable regime (detailed in [23] ).  

Typical results of the predicted temperature field (i.e. a 2D snapshot) from a stable 

and also an unstable flame are presented in figure 4-5. In both cases, the central 

recirculating zone (CRZ) forms a flame stabilization region where the incoming 

mixture of air and fuel are mixed with the hot products before ignition. The 

recirculated hot combustion products transports momentum and energy back to the 

further upstream where they mix with the incoming fresh mixture. Furthermore, 

due to the sudden expansion of the combustor configuration, two corner 

recirculation zones (CORZ) are formed downstream of the bluff body. Presented 

temperature fields show that in the unstable flame, natural coherent structures in 

the shear layers lead to a penetration of the fresh gases to the flame before it burns 

completely, which also results in a fluctuating heat release rate. Due to the 

expansion of the flow the flame is pushed outward and simultaneously blocks the 

inlet flow causing the flame flashbacks periodically in the burner. Unburned 

mixture segments broken up away from the main stream of the flow, may generate 

local hot spots further downstream. The flame zone thus reaches the enhanced 

burning state which is shortened and becomes compact compared to the stable 

regime. 

 

Figure 4-4: Stability map for the limousine burner:  unstable combustion,  stable 

combustion. 
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Figure 4-5: A 2D snapshot of temperature field derived from (a) a stable flame (b) an 

unstable flame  

 

4.5.1 Combustion modeling effect  

In simple models of turbulent combustion processes, it is assumed that fuel and 

oxidizer are either fully premixed prior to entering to the flame zone or they enter 

the flame zone separately. However, in reality, this is often not the case. Many 

practical combustion devices, including gas turbine engines often operate in a 

partially premixed burning regime in which the fuel and oxidizer are partially 

mixed at the time of combustion. In this section the reacting partially premixed 

flow is studied experimentally and also with different combustion models 

(available in ANSYS-CFX code). Here calculations have been done for one 

specified point: air flow rate 19 g/s (  = 1.40) and a thermal power of 40 kW. The 

pressure signals and FFT spectra are respectively presented in Figure 4-6 and 

Figure 4-7. For this flow, three clear self-excited modes are found experimentally 

at frequencies around 240 Hz, 480 Hz and 720 Hz. The self-excitation of 

combustion instabilities is linked to the phase relationship between the acoustic 

pressure field and the unsteady heat release via Rayleigh's criterion as previously 
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explained in this paper ( also described in [24, 25]). To identify the nature of these 

modes, a FEM analysis has been done with the average temperature field given by 

the experimental data to obtain the acoustic eigenmodes. Since the upstream and 

the downstream part of the combustor are acoustically decoupled, only the 

downstream duct has been taken into account in the FEM calculation with the 

pressure node at the wedge location. The obtained results confirm that the first and 

the third frequencies observed in the experiment are the first two acoustic modes of 

the combustor [23, 26]. The measured pressure signal shows limit cycle behavior 

with strong non-linearities with a peak at twice the fundamental frequency ( 

referred to as frequency doubling) [26]. Comparing the amplitude of peaks in the 

spectrum shows that the relative amplitudes of the main dynamics corresponding to 

the acoustic modes are higher than the relative amplitudes of secondary peaks 

pointing to the fact that the non-linear effects for pressure is small.  Beside these 

acoustic modes, there are more peaks observed which are corresponding to 

eigenfrequencies of the liner as presented in [27]. Pressure fluctuation time signals 

obtained using different combustion models are presented in Figure 4-6. Failure of 

the Eddy Dissipation /Finite Rate Chemistry model is assessed based on the 

prediction of a stable flame (which is not the case for the investigated operating 

condition). In this model, the methane and the air have been assumed to react in 

accordance with a two-step reaction mechanism obeying the reactions:  

         →        

        →                

4-11 

In the ED/FR model both a mixing rate and an Arrhenius rate, as a function of the 

mean temperature and composition, are evaluated and the smallest rate is chosen as 

the mean reaction rate for the reacting species. However, the ED/FR model can 

handle only global kinetic mechanisms, being the turbulent rate the same for all the 

reactions. Therefore, if detailed chemistry is taken into account, the ED/FR model 

will likely produce incorrect results since the rate of production/destruction of the 

species has to be controlled by all the Arrhenius parameters for accurate 

description of turbulence/chemistry interactions [28].  

The PDF Flamelet model in CFX is developed for modeling of non-premixed 

flames. Whereas testing this model for the LIMOUSINE combustor, it was found 

that the model is able to predict the instability correctly, but it failed in prediction 

of self-excited modes.  
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The Burning velocity model (BVM) is found to over-predict the mean temperature 

and species concentrations. In this model the combustion process is modeled in 

terms of a single transport equation for the mean reaction progress variable  ̅. The 

source term of the progress variable is defined by [29]: 

 ̅      |  ̅| 4-12 

Where    is the turbulent flame speed, including physico-chemical properties and 

local turbulence parameters of the combustible mixture. The coupling to the 

transport equations of the flow field is conducted with the density calculated from 

the reaction progress variable. 

Fourier analysis of the pressure signal obtained from the BVM model yields two 

distinct peaks appearing at frequencies of about 319 and 638 Hz. Among the 

combustion models tested in this paper, the BVM model is the only model able to 

predict the frequency doubling of the first self-excited mode. These peaks were 

present in the experiment, but with different amplitude and frequencies. Since in 

this paper the mutual interaction between flow and the vibrating liner (due to the 

high amplitude thermo-acoustic instabilities) for the numerical computations has 

been neglected, the effect of the vibrating walls on the combustible flow is only 

visible during the experiment. Numerical simulation by using Large Eddy 

Simulation (LES) in the current combustor  also predicted a dominant peak at 305 

Hz and also the secondary peak 617Hz [11] which is close to the value calculated 

by BVM model. Nevertheless, some discrepancies between simulations and 

experiment, in the prediction of fundamental frequency in this bluff body stabilized 

combustor, use of the BVM model for other applications on a swirl stabilized 

flame computations shows promising results as compared to experimental data 

[30]. Although the Burning Velocity Model (BVM) is intended for simulation of 

premixed or partially-premixed flames, accuracy of results using the BVM 

becomes unsatisfactory, when the flame is lifted and products are recirculating into 

the fresh mixture; therefore the results will not be in line with the experiment. 

Especially the reaction is predicted to start further upstream as compared to the 

experiment, showing as streaks of high temperature surrounding the fuel jet. Using 

an alternative discretization will suppress these unphysical artifacts and improves 

the accuracy of results as presented in Figure 4-7-f. 
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      (a)                                                             (b) 

 

                                      (c)                                                                 (d)   

      

                                         (e)                                                             (f) 

Figure 4-6: Pressure fluctuations time history at power = 40 kW and λ=1.4 measured at a 

location 200 mm downstream the wedge taken from (a) Experiment (b) BVM (c) PDF (d) 

EDM (e) EDM/FRC (f) modified BVM 
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                                         (a)                                                                (b)   

 

                                       (c)                                                                 (d)   

  

(e)                                                                 (f) 

Figure 4-7: Pressure spectrum at power = 40 kW and λ=1.4 measured at a location 200 mm 

downstream the wedge taken from (a) Experiment (b) BVM (c) PDF (d) EDM (e) 

EDM/FRC (f) modified BVM 
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4.5.2 Acoustic boundary condition effect  

The acoustic boundaries of a combustor have the important role to characterize the 

combustion-acoustic instabilities. The flux of acoustic energy through the 

boundaries is the major component of the acoustic losses. Therefore the imposed 

acoustic boundary conditions together with the temperature field can define/change 

the frequencies and amplitudes at which the acoustic modes are in resonance. In 

the previous calculations it was assumed that the acoustic pressure goes to zero at 

the open end (outlet). Although the pressure amplitude decreases within the duct, it 

does not drop to zero, and therefore not all the sound is reflected back down the 

tube. Indeed some is radiated into the fluid outside. This effect can be taken into 

account by considering the final layer of fluid at the open end to vibrate back and 

forth as a piston [31]. In the presence of a mean flow for an un-flanged pipe, the 

end correction     varies from the value of 61.0a  at the high Strouhal number 

limit (      ⁄ )
3
, (a is the pipe radius), to the value of 19.0a  in the low 

Strouhal number limit [31, 32]. Therefore the CFD domain downstream the wedge 

is elongated to represent the complex boundary condition in the form of an end 

correction. Therefore there is now a pressure node just beyond the original outlet of 

combustor located at (Dh+  ) and a velocity node at the position of (- Uh) as 

presented in Figure 4-8.  The reflection of low frequency waves at the outlet (i.e. 

an open end) occurs with an 180
o
 degree phase shift. This means that the wave 

steepening effect is reversed after the reflection.  

 

 

Figure 4-8: The enlarged computation domain 

                                                      
3
 L is a characteristic length (equal to the diameter D in case of a circular cylinder or tube in cross flow) and 

U the free-stream velocity. 
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Figure 4-9: Pressure fluctuations time history and FFT at power = 40 kW and λ=1.4 

measured at a location 200 mm downstream the wedge by using the modified BVM and 

implementing the end correction   

 

An overview of the amplitude of the pressure fluctuation in the simulation, as a 

function of time and frequency is shown in Figure 4-9. It is apparent that by 

considering the end correction in the CFD domain some acoustic energy has been 

transferred from the second frequency to the first one. Table 4-5 represents the 

capability of the present numerical solution to capture the main flow features. The 

frequency in which the main instability occurs is overpredicted by 9.5% error as 
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compared to the experimental value. The magnitude of the first mode is also 

overpredicted about 0.6 dB.    

 

Table 4-5: Calculated and measured self-excited modes 

 
f1 (Hz) 

Amplitude 

(dB) 

CFD 256 153 

Experiment 234 152.4 

 

 

4.5.3 Flow characteristics 

The recirculating flow region behind the bluff body contains hot combustion 

products that ignite the incoming reactants. Considering that the unsteady flow 

fields in reacting bluff-body flows are mainly dominated by large-scale coherent 

structures, even a small change in the flow field can modify hydrodynamics at the 

burner outlet by increasing/decreasing velocity of the oxidizer and fuel and in 

consequence affect the strength of the recirculation zone. This can play an 

important role in the mechanisms of the flame stabilization and mixing, which may 

cause thermo-acoustic instabilities. Particle Image Velocimetry, PIV, is capable of 

measuring the two-dimensional unsteady flow field inside the combustor. This can 

be used, e.g. in order to visualize the recirculation zone behind the bluff body, 

which is an important factor for the flame stabilization mechanism in the 

LIMOUSINE combustor; as the prediction of the reversal zone behind the bluff 

body is of a great importance for the subsequent analysis of the flame-flow 

interaction inside the LIMOUSINE burner.  Here the velocity field, measured with 

PIV at Imperial College London on the twin unit of LIMOUSINE combustor is 

used as a validating tool for the used numerical methods [33]. The recording 

frequency was 10Hz. Figure 4-10 shows the mean vertical velocity component (v) 

downstream of the bluff body for the unstable operating point of the combustor. 

The experimental data has been averaged over the small number of 327 images 

which explains the reason for having rather noisy mean velocity fields. The origin 

of the vertical axis is the burner plane. In each part of this figure, isocontours of v 

= 0 are shown representing the spatial boundaries of the recirculation zone. The 
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central recirculating zone (CRZ) forms a flame stabilization region where the 

incoming mixture of air and fuel are mixed with the hot products before ignition 

which allows high rate of heat release. The flow in this region is associated with 

high turbulence intensity. Furthermore, due to the sudden expansion of the 

combustor configuration, two corner recirculation zones (CORZ) are formed 

downstream of the bluff body. Overall, the simulation captured the correct trend, 

but slightly over-predicted the magnitude of the streamwise velocity as well as the 

extent of the recirculation zone. The main reason for such findings is the slight 

difference in the predicted axial momentum flux at incoming fresh flow of 

reactants passing the bluff body. These small flow differences impose changes in 

the recirculating region which modify the flame stabilization mechanism. Despite 

these observations, there is fair agreement between the mean flow predictions and 

the measurements. The current predictions are able to capture the essential 

characteristics of the flow (i.e. stagnation points etc.), and as presented in Table 

4-6 uncertainties do not exceed 11% compared to experimental data (which also 

contains measurement errors like the reflections from the laser beam).  

 

 

                                            (a)                                     (b)                                          

Figure 4-10: The average stream wise velocity component at power = 40 kW and λ=1.4 for 

(a) PIV [33] and (b) CFD model  
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Table 4-6: Calculated and measured reattachment length 

 PIV CFD 

Reattachment length  (mm) 67.77 75.8 

Error (%) --- 11.85 

 

4.5.4 Heat transfer effect on the liner  

During the combustion process, heat is transferred from the hot flame by radiation 

and convection to the liner. However, the radiative heat exchange highly depends 

on the distance between the flame and the liner and also on the absorption by the 

colder combustion gases in between. The liner is cooled by the surrounding air at 

atmospheric condition; hence there is heat transfer from the structure to the 

environment. The balance between the heat absorption released from the hot gases 

by convection and radiation and the heat lost to the surrounded air by convection 

and also radiation defines the increase rate of the liner temperature. Figure 4-11 

represents the schemata of the heat transfer process through the liner walls. The 

radiation heat flux, and the convection heat flux from gas are shown respectively 

by       and       ; While        ,       respectively stand for the convection 

and radiation heat flux from the liner to the surrounding air,          is the 

conduction heat flux across the wall thickness and also along the liner. Loss of heat 

by conduction along the liner is negligible compared to the other terms. Therefore 

under steady-state conditions, the heat transfer into the wall domain is balanced by 

the heat transfer out of it. 

                          4-13 

The study of the heat transfer occurring during a cycle of a pressure oscillation in 

the LIMOUSINE combustor has been numerically investigated in the premixed 

condition [34], while in this paper, the main purpose is to investigate the effect of 

the thermal losses on the unstable behavior of the flame in a partially premixed 

condition. Two numerical simulations are done only for one operative condition, 

where the limit cycle behavior have been observed (power = 40 kW and λ=1.4). 

The first simulation is performed assuming the lateral side walls to be adiabatic, 

while in the second calculations the lateral side walls (liner) are considered as 

isothermal with a prescribed constant temperature of 1,000 K. The effect of the 
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thermal losses on the combustion instabilities and the possible limit cycle behavior 

will be discussed in the following results (Figure 4-12 to Figure 4-18). 

 

 

Figure 4-11: Representation of the heat transfer in the combustor 

 

Pressure & Temperature fields  

Figure 4-12 represents the pressure signal calculated for the adiabatic and non-

adiabatic liner. The evolution of the pressure oscillations for the isothermal case 

represents for almost the whole simulation an amplitude of about 2,500 Pa, while 

by considering the adiabatic liner, the pressure can even reach to 5,000 Pa which is 

much higher than the measured value. As it was previously mentioned, limit cycle 

oscillations determine an equilibrium point in which the energy flux from the flame 

to the environment is constant. The adiabatic boundary condition on the liner 

minimizes the amount of energy that can be dissipated by heat losses and as a 

consequence the LCO has larger amplitude. Therefore taking into account the heat 

losses through the liner in the second simulation will lead to the lower pressure 

amplitudes. Comparing Figure 4-13 and Figure 4-14, it can be observed that the 

temperature evolution in the case with the isothermal liner is smoother and more 

uniform, while assuming the adiabatic liner leads to the bigger temperature 

gradients across the fluid domain. Bigger and stronger temperature gradients are 

more likely to produce stronger fluctuations in the mass flow rate since bigger 

temperature fluctuations are expected. Furthermore in the case with the adiabatic 

liner, it seems that the mixing process of hot gases and the fresh incoming fuel/air 

mixture takes place over a larger volume compared to the isothermal case, and in 
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deed the flame is more disturbed by the incoming fresh mixture which also results 

in a stronger heat release fluctuation. Comparing these two figures also shows that 

faster reaction occurs in the adiabatic case. Finally this all leads to the higher level 

of pressure oscillations compared to the isothermal case which was presented in 

Figure 4-12. In addition in the adiabatic liner case a bubble of cold flow is formed 

causing the local quenching of the flame close to the bluff body which is acting as 

a heat sink (Figure 4-13-c). Therefore in this case, there is less contact between hot 

products and cold mixture leading to slower reaction compared to the second case. 

While according to Figure 4-14, the incoming fresh jets are surrounded by hot 

gases trapped in the center and corner recirculating zones; the incoming mixture of 

air and fuel are mixed with the hot products before ignition and indeed the 

recirculated hot combustion products transports momentum and energy back to the 

further upstream where they mix with the incoming fresh mixture; The  exchange 

between  the recirculating hot exhaust gases and the fresh methane air mixture 

supplies the energy required to ignite the fresh gases. The shear layer between the 

hot exhaust gases and the fresh methane air mixture acts in a way to increase the 

temperature of the reactants as they are convected into the flame zone. Unburned 

mixture segments broken up away from the main stream of the flow, will generate 

local hot spots further downstream. A periodic variation of the temperature field 

and a spatial motion of the flame can be clearly observed in both cases; however 

this movement (i.e. the perturbation of the flow rate induced by the standing mode 

which is controlling the reaction rate in front of the burner) is stronger in the 

adiabatic liner case compared to the isothermal one. Overall, it can be concluded 

that the accuracy of pressure results (i.e. acoustic of the system) relies on the 

thermal loads on the liner. Also both cases regardless of the given error rate in the 

main frequency of instability over-predicted the magnitude. This means that still 

more accurate model, able to predict the accurate heat losses is required. 
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                                   (a)                                                                 (b) 

 

                (c) 

Figure 4-12: Pressure signal over the time for the (a) adiabatic (b) isothermal liner case (c) 

comparison between cases  
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Figure 4-13 : Temperature contours (in K) for the combustor with adiabatic liner 
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d e f 

g h i 
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Figure 4-14: Temperature contours (in K) for the combustor with isothermal liner 
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Heat release  

A flame heat release analysis can be used in the design phase to identify the critical 

frequency ranges for the arising of unstable thermoacoustic oscillations. The 

interest in these simulations is to model the oscillating heat release within the 

chamber as a function of imposed boundary conditions on the structure. The 

instantaneous rate of heat release term can be determined with knowledge of local 

species and temperature field via:  

k

N

k

kfT h   




1

0
,  

 

4-14 

 

In which 
0

fh  and k  respectively stand for the formation enthalpy and the reaction 

rate of species k . 

Since the maximum rate of heat release is localized near the flame zone and 

considering the fact that OH and CH species radicals are only produced in the 

flame front, therefore they can be taken as a qualitative indicator of the flame heat 

release. Figure 4-15 represents the average OH* emission. The heat release of the 

flame is measured using a Photo Multiplier Tube. It is a device that provides a 

voltage output proportional to the incident intensity of the light [23]; since it is not 

possible to predict the excited OH* radicals with CFD, therefore the evolution of 

the weighted reaction progress source is taken as a variable qualitatively 

representing the heat release as presented in Figure 4-16 for cases with the 

adiabatic and the non-adiabatic liner. Compared to Figure 4-15, these figures 

indicate that the flame is anchored on the bluff body while average intensity shows 

a flame lifted at the flame holder. The current predictions show a deviation of the 

CFD predictions from measurements. However not much difference between the 

adiabatic and isothermal simulations is observed in the heat release contours. 

Hence the higher pressure amplitude observed in the adiabatic case is not explained 

by a different flame shape but by the leakage of thermal energy in the isothermal 

case. The obtained results for RMS stream wise velocity component (  
 ) shown in 

Figure 4-17 indicate higher velocity fluctuations in the adiabatic liner assumption 

pointing to the fact that the stability of the flame is decreased by increasing the 

turbulent intensity.  

Figure 4-18 shows variations of pressure and reaction rate (heat release) in the 

combustor over a short time period. The pressure amplitude is amplified as long as 
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it is in phase with the reaction rate. This plot confirms that the unsteady reaction 

rate is controlled by acoustic oscillations (i.e. fluctuation of pressure field), which 

are the source of strong movement of the flame.  

 

  

Figure 4-15: Averaged intensity plot from experiments for 40kw and λ = 1.40 

 

                                  

Figure 4-16: Heat release contour for the adiabatic (LHS) (b) isothermal liner case (RHS) 
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                                (a)                                                               (b) 

Figure 4-17: CFD data representing the rms stream wise velocity component (𝐕𝐲
 ) for (a) 

adiabatic (b) isothermal liner 
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(a) 

 

(b) 

Figure 4-18: Pressure (solid line) and heat release (dash line) signals for the (a) adiabatic 

(b) isothermal liner case 
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4.5.5 Convective time delay  

Time delays and characteristic times correspond to the elementary processes play a 

major role in the stability of the system. Since the convection process has usually 

the longest time scale, it is essential to be estimated for analyzing the combustion 

instability. Torres et al. [35] reported for their low NOx gas turbines (LNGT), 

combustion instabilities are function of the ratio of the acoustic period and the 

convective time from the fuel injector to the flame front, and instabilities occur for 

the specific values of this ratio. The mean convective time delay between heat 

release and the perturbation in the flow can also be determined by steady state 

computation of the considered configuration or by deriving the mean field of the 

transient calculations. In this case no forced response is calculated. Fresh reactants 

injected into the chamber in one instant are convected into products at a later time. 

This concept introduces some time lags in the system. A system with delay can be 

shown by a second-order vibration model as suggested by Candel [1]. The model 

features a linear damping and a restoring force with a delay according to:  

   

   
     

  

  
   

          4-15 

Where   is the damping ratio,    is the angular frequency and the   represents the 

time lag of the system. By assuming a small value of delay,  , and using a first 

order term in a Taylor series, above equation can be rewritten as: 

   

   
           

  

  
   

        4-16 

The system has a negative damping coefficient for        indicating that the 

amplitude grows up exponentially, for big time lags.    

Prior studies performed by Lieuwen et al. [36] suggested that to predict instability 

conditions of the system, the ratio             should be determined, since 

instability regions are primarily its function. This ratio is equal to the summation of 

the convective times          and    . The convective time,         , can be 

approximated as the distance from the fuel injector to the base of the flame. Since 

the reactants are not consumed instantly when they reach the base of the flame, 

another time delay,     is introduced, pointing to the fact that the mixture is not 

completely consumed until it reaches the end of the flame. According to that study, 

the instability regions are located at: 
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     ⁄                    ⁄  4-17 

where    is a constant which depends on the combustor configuration. In the 

current configuration    can be taken as 1 [23].  

Candel [1], distinguished also another time delay,   , which appears in the system 

and corresponds to the phase shift between the pressure oscillation at the injector 

and the fuel mass flow rate. However, the dominant delay in the system is 

associated to the convection. To determine characteristic convection time delay 

(         ) for a partially-premixed combustor,  Alemela et al. [37] considered the 

mean convective time delay to be proportional to the ratio between the distance in 

which the highest reaction occurs (approximately the length of the flame) and the 

effective mean speed. This approach can give a rough estimation of the time delay 

as:   

                       4-18 

In the numerical calculations, the position of the flame is extracted from the 

computed heat release field (i.e. by weighted reaction progress source) and the 

convective time delay,           can be calculated based on the mean velocity in 

the downstream duct, as given by [37]: 

           [  
 

 
(
  
      

  )] 4-19 

where    is the average velocity at the location where the maximum heat release 

occurs and        corresponds to the location of the fuel injection.  

A time lag analysis of an unstable combustion was also carried out by Roman 

Casado [23] and Alemela et al. [38] for the same duct configuration. In both works, 

the length and the fuel injection location were varied based on the time delays of 

the system in order to design a combustor prone to thermoacoustic phenomenon. It 

was shown that the analysis of time lag offers accurate prediction of instability.   

Table 4-7 represents the computed mean convective delay. As it is found, the 

combustion instability occurs when the acoustic (resonant) time scale of the 

combustor is in the same order as the characteristic convective time scale of the 

combustor.  However this estimation of delay of the flame response can just give a 

rough idea about the stability of the combustor. The predicted stability condition of 

the system is in line with majority of the obtained experimental data; although, as 
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presented in the Figure 4-4, for the λ=1.6 case, the flame is in the transient region 

representing a stable or unstable behavior.  

Table 4-7: mean convective time delay calculated for different operating conditions 

Th. Power 

[kW] 
Air factor λ [-]               

Instability condition 

according to  eq. 4-17 

40 1.4 1.23 Unstable  

40 1.6 1.62 Stable  

40 1.8 1.79 Stable  

 

4.6 Conclusions  

In this paper the flame dynamics of the LIMOUSINE burner has been studied and 

compared with experimental data. The limit cycle oscillations (LCO) and 

combustion driven thermoacoustic instabilities have been characterized and 

predicted. The performance of the combustion model for the reacting configuration 

has been presented and the main issues of combustion modeling were addressed. 

Since the acoustic boundaries of the combustor have the important role to 

characterize the thermoacoustic instabilities, for their accurate representation, the 

CFD domain downstream the wedge was extended. In order to determine the 

uncertainty related to the imposed thermal boundary condition, an adiabatic and 

isothermal domain was investigated. Considering that the time delays and 

characteristic times play a major role in the stability of the system, the convective 

time,         , has been approximated. 

The present study has revealed the following observations: 

 Among the available combustion models in ANS S CFX, the Burning 

Velocity Model (BVM) using a new model option for non-premixed flames 

(referred as Modified BVM in this paper), gives the best consistency with the 

experiments.  

 Predicted results show the important effect of implementing correct thermal 

boundary condition for proper characterization of the LCO. The combustion 
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instabilities are highly influenced by the mean properties of the flow field 

which are determining different flame structures.  

 Due to the importance of correct prediction of heat losses, this subject deserves 

further investigations to understand the mechanism regulating the coupling 

between heat release rate fluctuations and the acoustic field. For this reason, 

and to determine the heat penetration depth in the structure of the test rig, the 

thermal coupled fluid structure interaction modeling is recommended for 

present configuration.  

 The ratio of        ff T predicted by RANS calculations is used to estimate the 

instability condition of the combustion system, showing good match with 

experimental data.     
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Abstract 

In this paper transient fluid-structure thermal analyses of the Limousine test rig have been 

conducted while the combustor was exposed to saturated amplitude limit cycle combustion 

oscillations (LCO). The heat transfer between hot combustion gases and the liner wall 

cooled by convection will affect thermo-acoustic instabilities, and therefore the relevance 

of prediction of the transient heat transfer rate in gas turbine combustors is explored. The 

commercial CFD code ANSYS-CFX is used to analyze the problem. Fluid and solid regions 

are resolved simultaneously in a monolithical approach with application of a finite volume 

approach. Since the spatial scales of the solid temperature profiles are different in case of 

steady state and transient oscillatory heat transfer, special care has to be taken in the 

meshing strategy. It is shown that for the transient oscillatory heat transfer in to the solid 

in LCO operation, the mesh distribution and size of the grid in the solid part of the domain 

will play a very important role in determining the magnitude for the heat flow in the solid 

and the gas pressure fluctuations, and the grid resolution needs to be adapted to the 

thermal penetration depth. Moreover, compared to the calculations of only the fluid 
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domain with adiabatic/isothermal boundary wall conditions, the results demonstrated that 

application of the Conjugated Heat Transfer (CHT) model leads to significant accuracy 

improvements in the prediction of the characteristics of the combustion instability. 

Keywords: Combustion modeling, Conjugate heat transfer, RANS solver, Partially 

premixed combustion, Penetration depth 

 

5.1  Introduction 

To improve the thermodynamic efficiency and decrease harmful emissions of gas 

turbine engine combustors, the amount of wall cooling air is reduced more and 

more, while the turbine inlet temperature is increased [1, 2]. This development 

requires an increasingly accurate prediction of the heat transfer to the walls of the 

combustion chamber. The interaction between the hot reactants and burned gases 

with the adjacent colder wall is a main constraint in the design of gas turbine 

combustion chambers in view of the life time and the reliability [3, 4]. As 

discussed by Carter [5] the temperature gradient in the hot component of a gas 

turbine increases with the turbine inlet temperature, causing high thermal stresses 

which may lead to creep failure of the system. To enhance the efficiency and 

performance of the gas turbine power plant especially in high temperature ambient 

conditions, different cooling schemes have been analyzed [6, 7] and influence of  

the water-air ratio on the blade heat transfer and hence the blade creep life of 

industrial gas turbine has been examined [8].  

Considering that turbine nozzles and blades are exposed to the maximum and 

limiting temperature of a cycle, in recent years several researches have been 

conducted in order to investigate the heat transfer of gas turbine blades by 

conducting either steady state or transient Conjugate Heat Transfer calculations 

(CHT) [9, 10]. However, it will have to be recognized that the gas turbine 

combustor locally is exposed to the highest temperatures in the engine. But 

unfortunately no attempt has been made to evaluate the influence of transient heat 

transfer on characterization of Limit Cycle Oscillations (LCO) and creep life of the 

combustion system. Duchaine et al. [11-13] used separate solvers and codes to 

solve the transport equations in the fluid and solid domains, developing a strategy 

to couple the solvers in an accurate and stable fashion. In this method, the accuracy 

of results relies heavily on the coupling and interface data exchange between the 

flow solver and the solid heat conduction code. Kim et al. [14] used the CHT 

method to calculate the heat transfer and stresses in a gas turbine blade to design 
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the internal cooling passages. The focus of their work was on the prediction of 

deformation and stresses, whereas the transient thermal effects were excluded.  

Since a small variation of the temperature of the blade and wall leads to 

considerable change of their life time, the numerical methods and tools must be 

optimized. The improvement in the prediction of heat loss and temperature of the 

system is of high importance for mechanical integrity assessments. In earlier work 

of Shahi et al. [15], the effect of cooling on the wall has been taken into account by 

specifying a wall heat flux correlation as a modified thermal wall boundary 

condition. A Heat Transfer Coefficient (HTC) model was used and a 1-D heat 

transfer model through the wall was applied, rather than implementing adiabatic or 

isothermal conditions. Since the largest temperature gradients are located across 

the liner, not along it, conventionally it is assumed that 1D heat transfer across the 

liner should be a good modeling approximation. However by applying the HTC 

model as the liner boundary condition in a fluid-domain-only calculation, the wall 

heat transfer is instantaneous, without any delay or heat accumulation due to the 

wall thermal inertia. In case of a limit cycle oscillation during the combustion 

process with accompanying gas temperature fluctuations, at frequencies around 

300 – 500 Hz, neglecting the wall thermal inertia is not correct any more. The hot 

gas temperature fluctuations have a limited depth of penetration into the liner wall, 

and the time averaged wall temperature profile may be different from the profile 

predicted by the HTC model. Hence the time mean heat exchange and gas 

temperature can be changed due to the dynamics of the heat transfer and wall heat 

storage. Besides, in order to provide access to models for the life assessment of the 

structure, it is necessary to evaluate the temperature distribution and its oscillation 

amplitudes within and along the liner of the gas turbine. This is especially 

important in the case when the limit cycle combustion oscillations occur.  

The main focus in the current work is on the transient heat transfer to the liner in 

the situation of limit cycle flow variations and the resulting effects on the acoustics 

of the system. In this work, the commercial CFD code ANSYS-CFX is used to 

solve the problem, in which fluid and solid regions are computed simultaneously in 

a monolithical finite volume approach. In the fluid region, the three dimensional 

compressible Favre Averaged Navier-Stokes equations are solved, while for the 

solid region only the enthalpy conservation equation is resolved. Simultaneous 

solution of the governing equations in a monolithic approach gives more accurate 

prediction of the transient heat transfer from/to the liner. This approach removes 

the uncertainties related to the coupling strategy as is necessary in  partitioned 
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approaches [16]. Experimental data taken from Ref. [17] is used for validating the 

numerical results. This paper also reveals the correlation between the heat 

penetration depth and the solid mesh resolution which has a great effect on the 

predicted development of instability in the combustion system. Even though this 

work is performed on an atmospheric combustor, the obtained results can be 

relevant for the gas turbine community as it addresses the change in heat flux 

conditions as a key parameter controlling the speed of sound during realistic 

operation conditions.  

5.2  Computational domain and grids  

The LIMOUSINE burner configuration in limit cycle oscillatory operation is 

displayed in Figure 5-1. Clearly the high wall temperature zone can be observed 

where the flame is located. A sketch of the combustor lay out with sensor locations 

is shown in Figure 5-2; the detailed information about the measurement tools etc. 

is given in Ref. [17]. This combustor is different from the industrial gas turbine 

combustors, as it has an acoustically open instead of closed outlet condition, 

imposing atmospheric mean pressure in the combustor. But it does share with gas 

turbine burners a flame stabilized by a recirculation area, a narrow burner flow 

passage, an upstream cold flow area and an acoustically closed air inlet. Therefore 

it is expected that the combustion dynamics coupled to the acoustics that induce 

the limit cycle phenomenon are similar, and the generated data and methodology 

are relevant for the subsequent investigation of flame characteristics.  

The computational domain employed in this work, including both solid and fluid 

regions is sketched in Figure 5-3. The simulation takes the advantage of the 

symmetry of the prismatic geometry, by considering only a thin slice of the 

combustor. Therefore the span wise size of the numerical domain is 4 mm wide 

with symmetry enforced on each side.  
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Figure 5-1:The LIMOUSINE combustor: thermal load on the structure in an unstable 

operating condition. Red dot on structure center is the laser vibrometer beam 
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(a) 

 

(b) 

Figure 5-2: (a) General view of the set up (b) Close up view of the wedge and injection 

holes   

 

Pressure transducers  

y= 180 mm 

y= 0 mm 

y= -200 mm 

y= 750 mm 

Microphone 
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Figure 5-3: Sketch of the fluid and solid regions as one computational domain 

 

 

The computational domain is composed of the fluid region and the solid region 

surrounding the fluid. A structured mesh system is employed for discretization of 

the governing equations. The impact of the meshing technology and sensitivity of 

the results on the grid have been studied by the authors in Ref. [18] focusing on the 

fluid-only simulation. All the meshes used in this study are generated using the 

meshing tool ANSYS Workbench 14.5. The fluid region consists of 644k 

structured elements. The flow and heat transport in the near wall fluid layer are 

fully resolved by using the SAS-SST turbulence model. This was achieved by 

using a mesh in the fluid domain with the cell closest to the wall at the coordinate  

   at a value less than 2 in 94% of the domain. For the sake of reducing the 

computational efforts, the solid domain has been simplified as compared to the 

actual combustor set up. Therefore it has been modeled without considering quartz 

glass windows or ports for thermocouples and pressure transducers. The solid 

mesh has been created in such a way that the fluid and solid grids are similar in the 

interface. The solid mesh requirements are less stringent, as the volume of the solid 

structure is very small as compared to the fluid zone (the solid wall thickness is 
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just 4 mm), allowing a fine mesh without large numbers of mesh points. In this 

work three different grids have been generated as presented in Table 5-1. In the 

third mesh (M3) the inflated layer option in the x- direction has been used, with a 

mesh spacing which is gradually growing towards the center of the liner. This 

spatial refinement from the initial coarse mesh (M1) to the final version (M3) has 

been done based on the temperature distribution in the thermal penetration depth to 

ensure the obtained results are grid independent (see Figure 5-4). The dependency 

of predicted results on the solid grid will be discussed in the result section. Here, it 

is assumed that the properties of the solid are constant and independent of 

temperature. Hence the solid region is modelled with the following properties: 

density of 7,854 kg/m3, thermal conductivity of 60     ⁄  and heat capacity of 

434      ⁄ . 

 

 

Table 5-1: Properties of three meshes used for the solid region 

 M1 M2 M3 

Nodes  7,452 13,550 27,642 

Elements 3,304 8,640 17,280 

First cell height [m] 2e-03 1e-03 1e-06 
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                                (a)            (b)             (c)    

Figure 5-4: Close up view of the solid domain (left liner) for three different grid 

resolutions: (a) M1, (b) M2 and (c) M3 

 

5.3  Numerical method  

The CFD code employed here is ANSYS-CFX 14.5. It uses an implicit finite 

volume formulation to construct the discretized equations representing the 

Reynolds Averaged Navier-Stokes equations for the fluid flow. The model consists 

of a compressible solver with a co-located (non-staggered) finite volume method, 

such that the control volumes are identical for all transport equations [19]. The 

basic set of balance equations solved by ANSYS-CFX comprises the continuity, 

momentum, species and energy transport equations. The Favre averaged mass, 

momentum and energy conservation equations can be written as following:  

-  Conservation of mass 

  ̅

  
 
   ̅ ̃  

   
                                                                          5-1 

- Momentum  
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  is the stress tensor which is related to the strain rate by: 
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- Chemical species 

 
   ̅ ̃  

  
 
    ̅ ̃  ̃  

   
  

 ( ̅  
    
  ̃)

   
 
        ̅̅ ̅̅ ̅̅ ̅ 

   
  ̅̇                             5-4 

-  Energy equation 
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Which   ̃is given by: 

  ̃   ̃   ̃  ̃   +k                                                              5-6 

Where the turbulent energy, k, is defined by: 

  
  
   
 ̃
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   in Equation 5-5 is the heat flux which represents the heat conduction and 

transport through species gradients given by (     
  

   
  ∑       

 
       ). 

The unclosed terms contain products of fluctuating values (         
   
 ̅̅ ̅̅ ̅̅ ̅ and  ̅  

    
  ̃ ) 

which need to be closed by modeled terms. The choice of turbulence model greatly 

influences the prediction of turbulent mixing rate and hence limit cycle 

oscillations. A comparison between the standard k-omega and Scale-Adaptive 

Simulation model (SAS) model for the combustor under study here, has been 

reported by Kumar et al. [20], showing that the SAS model is able to give the best 

prediction. Therefore in this work, the effects of turbulence are simulated by using 

the SAS turbulence model. The reacting flow simulations are carried out on the 

model combustor by using the Burning Velocity Model (BVM) for the combustion 

processes, applying a new model option for improving accuracy for non-premixed 

flames [21]. BVM uses a RIF flamelet library for the 'burnt' mixture; this 

mechanism involves a 16 species and 46 reversible reactions scheme for methane-

air gas mixtures [22].  
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Considering the radiation across the duct, while assuming the liner to be adiabatic, 

does not change the temperature pattern inside the system. Also in non-adiabatic 

situations the effect of radiation is expected to be small, as the flue gas residence 

time is very short, and convective heat loss is much higher than radiative heat loss. 

In addition, adding the radiation model into the CHT approach and into the BVM 

combustion model brings an additional uncertainty into the modeling and makes it 

difficult to compare with the adiabatic cases. The effect of radiative heat transfer is 

therefore neglected. The choice to neglect radiation is supported by[23], which 

states that typically the effect of radiative heat loss is in the range of a few percent.    

The energy equation employed for the solid is a simplified form of the energy 

equation for the fluid, which can account for heat transport due to solid motion, 

conduction and volumetric heat sources:  

       

  
                  T      

5-8 

In which   ,    and    are the enthalpy, density, and thermal conductivity of the 

solid, respectively. Here the source term    accounts for the interphase energy flow 

which is the result of convective heat transfer between the solid and the adjacent 

flue gas flow. The effect of the solid deformation induced by the mechanical loads 

is neglected (i.e.     )  and hence no change in the shape of the solid and fluid 

domain is taken into account; this assumption is well supported with the reported 

very small deformation amplitudes of the solid body in the work done by Shahi et 

al. [24], on the same combustor configuration.   

5.3.1   Boundary condition  

Definition of the boundary conditions in the gaseous domain is performed on basis 

of the known properties and behavior of the laboratory combustor. The CFD 

domain at the outlet end of the combustor has some additional computational 

length as compared to the test rig, to represent the complex boundary condition in 

the form of an end correction. Therefore in the exhaust of the combustor, a zero 

relative pressure could be imposed as a boundary condition. The mass flow rate of 

fuel and the velocity of the injected air are defined corresponding to Table 5-2. 

Except for the interface surfaces, all solid boundaries are specified as a wall with 

assigned no-slip condition, in which no mass and momentum are allowed in the 

direction perpendicular to them. The continuity of the energy flux is enforced at the 

fluid-solid interfaces. Since the outer surface of the solid parts is exposed to the 

ambient air and it is cooled by means of natural convection, the heat transfer 
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coefficient and the external temperature are defined there. All boundaries are set to 

be stationary in space and time, so the vibration of the liner is neglected.  

 

Table 5-2: Operating condition 

Power (kW) 
Air 

factor 

Methane 

mass flow 

rate [g/s] 

Air mass 

flow rate 

[g/s] 

40 1.4 0.8 19.152 

 

5.4 Results and discussions  

In this section numerical results are presented and validated with available 

experimental data. 

5.4.1 Grid effect in the solid region  

This section presents results obtained for a CHT approach using different grid sizes 

in the solid region, and compares them to the experimental data. The combustor 

exhibits a self-excited oscillation of high amplitude in pressure and rate of 

combustion, which are linked to the phase relationship between the acoustic 

pressure field and unsteady heat release. The Rayleigh criterion which recognizes 

the difference between damped or amplified interaction between pressure and heat 

release, as a function of phase between these phenomena, is often used to 

investigate and predict combustion instabilities. It states that if pressure and heat 

release fluctuations are in phase, the instabilities are enhanced, whereas the 

instabilities are damped when the pressure oscillations and heat release are out of 

phase. The stability of the combustor is determined by the net mechanical energy 

added to the combustor domain. Indeed when the acoustic energy losses match the 

energy gain, a stationary oscillatory behaviour is obtained which is referred to as 

the limit cycle oscillation. The measured frequencies of the instability in the 

current configuration are related to the acoustic eigenmodes of the combustion 

chamber [18]. The acoustic driving at these frequencies is a consequence of the 

pressure profile discontinuity after and before the burner. According to Heckl [25] 

due to the area blockage of the burner, only the downstream duct determines the 

combustor acoustics. The upstream and the downstream part of the combustor are 

acoustically decoupled and the combustion chamber acts as a single duct, with 
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closed-open boundary conditions. The pressure profile shape points to an active 

region around the flame and the rest of the combustor behaves as a resonator as it 

has been presented in Ref. [26]. This means that both ducts (combustion chamber 

and plenum) can vibrate in their own eigenfrequencies. This is well presented and 

discussed in Ref. [18,25-26].  

Experimental results from the gas pressure measurements are obtained from the 

installed pressure transducers which are shown in Figure 5-2 for a location at 200 

mm downstream the burner wedge. This data was seen as a good validation tool for 

the investigation of the conjugated heat transfer calculation and the sensitivity of 

results to the used grid for the solid region. Since the solid has been modeled 

explicitly then it is required to start the transient simulation from a steady state 

calculation in which the solid temperature has reached equilibrium with the hot 

combustion gases and the outside temperature. In the transient simulation the same 

time step for fluid and solid domain has been set, with a maximum value dictated 

by the acoustic CFL number. The residuals are small enough at the end of each 

time step to resolve the small changes in temperature at the surface of the solid. 

The convergences of residuals for all variables except for energy were resolved to a 

level of 1e-5. For the energy equation it is in the order of 1e-7.   

The important point that should be noticed is that due to the existence of high 

temperatures in the chamber and also because of strong temperature fluctuations 

during the limit cycle oscillation, it is very difficult to measure the mean 

temperature and its variance. That is why the temperature data is not presented 

here. However, according to previous studies [18, 20] on the same configuration, 

and by keeping all affecting parameters constant, the only effective parameter 

which may control the frequency of pressure oscillations (i.e. speed of sound and 

acoustic) is the imposed thermal boundary condition. As a matter of fact the 

pressure oscillations govern the speed of sound which is dependent on the 

temperature. Hence the value of the observed frequency of the limit cycle is a good 

measure for the effective temperature in the duct. This principle is used also for 

example by the sonic thermometer. Therefore with the observed limited 

measurement accuracy, transient pressure data can be considered as a validating 

tool, and the improvement of the pressure prediction can be interpreted as a 

consequence of the more accurate prediction of the heat loss.  
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Figure 5-5: Measured and predicted pressure signal 

 

Figure 5-5 shows how the grid size in the solid region changes the results of the 

simulation. Although it seems that the predicted value when using the mesh (M1) 

is not as far from the experiment as of the grid (M2) is, running the simulation for 

longer period of time shows that there is just a bigger time delay in this case to 

reach a saturated limit cycle oscillation at a higher pressure level than the predicted 

value when using the grid (M2), meaning that after a certain time the pressure level 

in this case also reaches to 6 kPa. This might be due to the large thermal inertia of 

the wall which requires much greater timescales to find the equilibrium state than 

required for the fluid flow. It can be concluded that the prediction of the amplitude 

of pressure oscillations is highly dependent on the grid size, and can be over 

predicted by a factor of 2 or even 3 ( in the case that the first layer of grid in the 

solid is as far as 1 mm away from the fluid-solid interface).  

Considering that the spatial scales of the solid temperature profiles are different in 

case of steady state or transient oscillatory heat transfer, care has to be taken into 

account for the different requirements of the meshing in these two situations. Here, 

the knowledge of analytical solutions for transient solid thermal behavior can be 

used for interpretation, as available from the semi-infinite solid approach. When 

meshing for a transient oscillatory heat transfer case, the solid mesh resolution 

needs to be adapted to the thermal penetration depth of the surface temperature 

oscillations. Hence for the transient heat transfer in limit cycle combustion 

oscillations, the meshing strategy and size of the grid in the solid part of the 

domain will play a very important role in determining the magnitude for the 
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pressure fluctuations. This can be used to determine and interpret the transient 

response of the solid. Because the solid region in this simulation is a finite body, 

the approximation would be valid for the behavior of the transient, neglecting the 

mean temperature gradient and effect of the proximity of the outer surface. For 

instance for the time scale of  dt=1e-5 s, heat can penetrate into the solid only a 

distance of    √    , where   is the thermal diffusivity,   k/(     ). For the 

current parameter settings, in the beginning of the simulation this gives the 

penetration depth in order of magnitude of microns! Then by creating coarser 

grids, the heat penetration depth will be discarded by the calculation and the 

surface temperature of the solid will not be predicted to change on short time scales 

and the heat transfer to (and from) the solid will be either over or under estimated, 

resulting in a low/high magnitude of the pressure fluctuations. More details are 

available in Ref. [27]. Therefore by adding an inflation layer on the solid side of 

the fluid-solid interface with a first cell height of 1e-6 m, the resolution is 

increased, giving predicted results closer to the experimental results. That explains 

why the predicted results by grid (M3) are closer to the experimental results, and 

hence more accurate. 

In order to predict the penetration depth of heat into the liner after about 0.32 s, the 

temperature changes over the time are plotted in Figure 5-6. As it can be seen in 

the coarse mesh results, after the depth of 1.6 mm the temperature remains 

constant, while calculations done by using the fine mesh show a penetration depth 

of about 3 mm, which is closer to the analytical value of 2.9 mm [27]. 
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(a) 

 

(b) 

Figure 5-6:  Time history of temperature at different locations for (a) coarse mesh M1, (b) 

fine mesh M3 
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The pressure signal obtained from the CHT calculation and also from the fluid-

only simulation with the isothermal liner as well as the measured data are 

presented in Figure 5-7. In the isothermal case the temperature of the liner is 

assumed to be 1,000 K. Obviously the simulation with isothermal liner settings 

over-predicts the amplitude of the pressure oscillations, while the CHT approach 

gives a much better prediction. This can be clearly observed in Figure 5-8.  

The first observed peak frequency of the LCO, which is associated with the first 

harmonic of the downstream part of the combustor [26] is presented in Table 5-3 

for both CFD and experiments. According to this table, the first excited mode of 

the considered case is well predicted by the CHT model, and the error in the CFD 

calculation is 0.6 %. This is much more accurate than in the case of the fluid-only 

simulation, assuming a constant liner temperature, where results have about 10% 

error. Apparently the time dependent accumulation of heat, and the heat transferred 

from the hot gases to the liner and then to the surroundings, is under-predicted in 

the fluid-only calculation, resulting in a higher speed of sound and hence higher 

frequency of instability. Since the prediction of the unstable frequency is of great 

importance, CHT modeling is necessary for highest accuracy.  

Figure 5-9 represents the post processed pressure spectrum of the time signal 

measured in the test rig. As it can be seen, the periodic oscillation of the pressure 

signal in the time domain appears as a peak frequency of about 232 Hz surrounded 

by many secondary peaks, the source of these peaks is discussed in Refs. [17, 18]. 

The mode at about 600 Hz which is missing in the CFD prediction corresponds to 

the structural mode of the combustor. Overall good comparison between the 

measured data and the CHT results is achieved. 
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        (a) 

 

      (b) 

 

        (c)  

Figure 5-7: Pressure signal captured from (a)Experiment (b) fluid-only calculation with 

isothermal liner (c) CHT approach (used mesh is M3) 
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Figure 5-8: Pressure evolution over 0.05 s calculated with different approaches 

 

 

Table 5-3: Calculated and measured the first self-excited modes 

 

CFD 

Experiment Isothermal 

liner CHT 

f1 

(Hz) 
256 232 234 
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Figure 5-9: Pressure spectrum for 40kW and λ=1.4: experiment (solid line), CHT (dash-

dot) 

 

5.4.2  Heat transfer  

The heat flux at the wall of the combustor represents the transfer of energy from 

the operating gas to the solid walls in contact. Capturing the near-wall behavior of 

the hot gases in contact with the solid is a step towards better understanding of the 

heat transfer process. In the previous section, the effect of the solid domain grid 

size, especially the first cell height, on the accuracy of the results was discussed. 

Therefore all the results from now on correspond to the most accurate grid (i.e. 

M3). 

Figure 5-10 shows the transient time averaged temperature field in both the solid 

and fluid regions. The simulation has been done for the total physical time of 0.32 

s; hence data is averaged over approximately 75 cycles. It should be noticed that 

the temperature contour presented here corresponds to just 200 mm of the full 

height of the combustion chamber. According to Figure 5-10 burned gases reach to 

a temperature of 2,000 K, while the wall temperature remains between 500 and 900 

K. Therefore the temperature should decrease from the hot gases level to the wall 

level; this change occurs in a near-wall layer and creates large temperature 
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gradients. That is the reason for using a high density of very small grid cells in the 

near wall region in both domains of interest.  

 

           

    (a)          (b) 

 

Figure 5-10: Transient time averaged temperature in the plane Z=0 for (a) fluid domain, (b) 

solid domain 
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The achieved solution is far from the assumed isothermal wall at 1,000 K or other 

calculations done for the same combustor imposing the adiabatic boundary 

condition on the wall [28, 29]. It seems that the underestimations of the convective 

heat transfer in the first case leads to under prediction of the heat flux at the liner. 

This can be observed in Figure 5-11 along the line of Z=0 over the Y-Z plane. The 

heat loss through the wall, predicted by the CHT approach is more than that of 

predicted by the fluid-only calculations with the isothermal liner. The difference in 

the predicted heat loss by these two mentioned approaches is significant especially 

within the 200 mm distance from the burner wedge, while above that height using 

the CHT approach does not change the prediction much. The modelling of the heat 

transfer in this first 200 mm height of the liner, where the main dynamic 

combustion reactions occur, is very critical to estimate the correct frequency and 

amplitude of instabilities.  

 

 

Figure 5-11: Predicted heat flux through the inner surface of the liner (over Z-Y plane, 

along the line of Z=0) with different approaches 
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Figure 5-12: The IR camera measurement (taken from [30]) 

 

Figure 5-12 shows the temperature contour obtained from the thermal image 

during the combustion. The IR camera data is limited to some height of the 

combustor, and it does not include the full length data [30]. The maximum 

temperature which can be measured with this camera is 500
◦
C; the bright region 

with high temperature (above the camera limit) corresponds to the gas temperature 

and not the liner (there is a window serving for the flame observation at this 

location). The important information which can be derived from this image is that 

the liner temperature stays almost uniform after the height of the flame box (i.e. 

after 150 mm) which confirms the numerical predictions. However this constant 

value deviates by 150 K from the measured value. This can be due to neglecting 

the heat loss from the quartz glass windows in the simulation which leads to the 

over prediction of the wall temperature in the model or due to the omitting the 

radiation effect from the model. The other explanation is the uncertainty in the 

measurements due to the radiation between hot surfaces and the surrounding 

ambient, pointing to the fact that the measured value is less than the actual surface 

temperature. Regardless of how this simplification has effect on the mean wall 

temperature, since the gas temperature is much higher than the wall temperature, 

this deviation does not change the transient heat transfer effect.  



Chapter 5 

 

Page 130 

Contour plots showing the heat flux calculated based on the CHT model and fluid-

only simulation are given in Figure 5-13. Unfortunately there is no measurement 

for the temperature of the liner; however according to the pressure time history 

which was previously presented in Figure 5-8, it is clear that the underestimation of 

heat flux by fluid-only calculation at this critical location (i.e. the distance of 200 

mm) leads to the amplification of the pressure amplitude by adding to the acoustic 

energy of the system. Besides that, the heat flux distribution over the interface 

looks very inhomogeneous in the fluid-only case.  

The time averaged transient solution of the wall adjacent gas temperature, which is 

the average temperature of hot gases in the cell adjacent to the wall is shown in 

Figure 5-14 for the different approaches. The maximum achieved temperature in 

the CHT model and fluid-only model with the isothermal liner occurs in the 

location of the maximum heat flux (as presented in Figure 5-11), where the 

maximum heat transfer from the hot gases to the colder liner is taking place. While 

in the case with the adiabatic liner after 100 mm above the flame holder the 

temperature reaches 2,030 K and it remains constant which is very far from what 

was predicted by other approaches.   

Figure 5-15 shows the predicted heat transfer coefficient (hc) over the interface 

surface. The observation is that in the first 50 mm of the liner the heat transfer 

coefficient is increasing and then afterwards it starts to decrease; however it 

increases again after y=100 mm and reaches the maximum value of 

98 (
 

    
) between 150 and 250 mm; while going further downstream it remains 

almost constant. It is worthwhile to pay more attention to the wall heat flux plotted 

in Figure 5-11. This plot shows that the maximum heat loss occurs at the location 

of y=71 mm which is not the place of maximum hc. Since the wall heat transfer 

coefficient, hc, is defined based on Twall and the wall adjacent temperature, this may 

be ascribed to the higher temperature gradient, which renders heat transfer on this 

location higher (see Figure 5-14). The flame indeed sits in the area between (0-

200) mm, but over time it is not evenly distributed over the height causing the local 

peaks on the heat flux. Initially the flame contacts with the wall but due to the 

vortex effects it separates later and then farther from the burner it touches the wall 

again.  
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(a) 

 

(b) 

Figure 5-13: Contour plot of heat flux leaving the inner surface of the liner (a) CHT (b) 

fluid-only Simulation 
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Figure 5-14: Wall adjacent temperature along the height of the combustor 

 

 

 

Figure 5-15: Wall heat transfer coefficient predicted using CHT model 
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Contour plots from CHT and fluid-only simulations showing the temperature 

distribution over time are given in Figure 5-16 and Figure 5-17. The temperature 

evolution in the CHT case obviously takes longer time meaning that the acoustic 

limit cycle oscillation has a lower frequency/longer period. The incoming mixture 

of air and the fuel travels further beyond the flame holder before it is getting 

ignited, and still after 100 mm above the wedge, some cold spots of fresh mixture 

penetrating to the hot products can be observed cooling down the hot gases. This 

leads to a lengthening of the reattachment region and makes the central 

recirculation zone more stretched. Earlier it was already observed that assuming 

the liner to be isothermal, predicts oscillations with shorter wavelength and 

therefore higher frequency. In this case, there is no remaining fuel far downstream; 

everything is consumed 50 mm downstream the burner. As it is expected due to 

modeling the heat loss through and within the liner, the temperature in the CHT 

case is generally lower than in the isothermal liner case. 
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Figure 5-16: Instantaneous gas temperature contours (over one cycle of oscillation) taken 

form Z=0 mm plane, for the combustor including the solid (CHT)   
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Figure 5-17: Instantaneous gas temperature contours (over one cycle of oscillation) taken 

form Z=0 mm plane, for the fluid-only simulation with the isothermal liner 

 



Chapter 5 

 

Page 136 

            

Figure 5-18: Averaged intensity plot from experiments for 40kW and λ = 1.40. 

 

          

                           (a)                                        (b)                                     (c) 

 

Figure 5-19: Heat release contour for the (a) adiabatic (b) isothermal liner cases and (c) 

conjugated approach. 

 

Since the maximum heat release is localized in the flame zone and considering the 

fact that OH and CH species radicals are only produced and consumed in the flame 

front, therefore they can be taken as a qualitative indicator of the flame rate of heat 

release. Figure 5-18 represents the measured time averaged OH* emission. The 
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heat release of the flame is measured using a Photo Multiplier Tube (PMT). It is a 

device that provides a voltage output proportional to the incident intensity of the 

light. More details can be found in Ref. [17];  Since it is not possible to predict the 

excited OH* radicals with the employed CFD combustion model, the weighted 

reaction progress source as a variable qualitatively representing the heat release has 

been calculated and presented in Figure 5-19 for three cases of fluid-only 

simulation with the imposed adiabatic (Figure 5-19-a) and isothermal condition on 

liner (Figure 5-19-b) and also the CHT approach (Figure 5-19-c). Compared to 

Figure 5-18, the predicted flame with the fluid-only approach is rather anchored on 

the bluff body while the measured average intensity shows a flame lifted off the 

flame holder. In the CHT approach, higher reaction rates take place at some 

downstream distance from the flame holder, which is closer to the experimental 

observation.  

5.5 Conclusions   

In this paper, transient fluid-structure thermal analyses of the Limousine combustor 

have been conducted for more accurate prediction of the frequencies of unstable 

modes of the combustor as well as estimating the temperature distribution of the 

liner during the LCO. In this approach a monolithic solution procedure has been 

used, meaning that the coupled equations for both solid and fluid domain are 

solved together. Calculations have been done using the ANSYS-CFX code. The 

same time scales for both fluid and solid regions were defined.  

The present study has revealed the following observations:  

 The presented results demonstrate the relevance and effect of high accuracy, 

high spatial and temporal resolution of transient heat flow, and the correlation 

between the solid grid size and the heat penetration depth. The calculations 

showed that the evaluation of the pressure oscillation amplitude highly 

depends on the height of the first layer of the grid in the solid, close to the solid 

interface. This layer should be in order of heat penetration depth 

(i.e.  r      ).  

 Compared to the fluid-only simulations, the results proved that utilization of a 

transient CHT model in calculations, more accurately predicts the frequency of 

the unstable mode of the combustor (just 0.6% error). This is very promising 

and shows the ability of current schemes to calculate the instability of 

combustion system. Indeed, the appearance of the thermo-acoustic instabilities, 
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as presented in this work, is very sensitive to the temperature distribution in the 

combustion chamber. That is why the CHT model predicted the instabilities 

matching with experimental data, whereas other models revealed significant 

errors. Any errors in the temperature distribution have direct influence on the 

speed of sound within the combustor and in consequence may enhance/damp 

the fluctuations. The heat transfer could actually affect the development of 

instabilities through removal or addition of energy to the fluid flow. This has 

been demonstrated by the investigated models where the main frequency of the 

instability shifts between 256 and 232 Hz depends on the wall boundary 

conditions. 

In this current study, the dependence of the physical input parameters on the 

temperature distribution has not been taken into account. However it is advised to 

check the uncertainty regarding the material properties (for instance the thermal 

conductivity), and this deserves further investigation.  
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Appendix A:  

One-Dimensional Transient Heat Conduction in Semi-Infinite Body 

A semi-infinite solid is an idealized body that has a single plane surface and 

extends to infinity in all directions. For short periods of time, most bodies can be 

modeled as semi-infinite solids since heat does not have sufficient time to penetrate 

deep into the body, and the thickness of the body does not enter into the heat 

transfer analysis. The heat equation for transient conduction in a semi-infinite solid 

is given by: 

  

   
 
 

 

  

  
 

5-9 

To solve this equation, an initial condition and two boundary conditions should be 

specified, which in this case can be expressed as:  
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          5-10 

          5-11 

 ( →   )     
5-12 

The temperature near the surface of the semi-infinite body will increase because of 

the surface temperature change, while the temperature far from the surface of the 

semi-infinite body is not affected and remains at the initial temperature   .  

The analytical solution of the problem can be found in [27]. The temperature 

distribution and the heat transfer can be expressed as:  
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Where  r     is the Gaussian error function and is defined as: 

 r     
 

√ 
∫    
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According to the definition of the thermal penetration depth, the temperature, at the 

thermal penetration depth should satisfy the following conditions:  
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                at              5-17 

By integrating Equation 5-16 in the interval      , it can be written as : 
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The right hand side of Equation 5-18 can be rewritten as: 
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5-19 

which represents the energy balance within the thermal penetration depth. 

Substituting Equations 5-16 and 5-17 into Equation 5-19 yields:  
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Where  

     ∫       
    

 

   
5-21 

By assuming that the temperature distribution in the thermal penetration depth is a 

third-order polynomial function of x, and considering that the surface temperature 

of the semi-infinite body, T , is not a function of time, the temperature distribution 

in the thermal penetration depth becomes:  
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where the thermal penetration depth, δ, is still unknown. Substituting Equation 

5-22 into Equation 5-20, an ordinary differential equation for   is obtained:  

    
  

  
             

5-23 

Since the thermal penetration depth equals zero at the beginning of the heat 

conduction, the thermal penetration depth for a semi-infinite body can be written 

as: 

   √    5-24 

The surface may also exposed to a constant heat flux   
  or to a fluid characterized 

by   and the convection coefficient of  . The temperature distribution in the first 

case can be expressed as: 
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while in the second case when the surface is exposed to the convection heat 

transfer, the temperature distribution can be written as: 
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The complementary error function        is defined as     r       
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Abstract 

Wall cooling is extremely important for the liner of a gas turbine engine combustor, due to 

the high temperature of the flue gas flowing at high velocity and pressure.  The liner 

material is heat resistant steel with relatively low heat conductivity. To accommodate 

outside wall forced air cooling, the liner is designed to be thin, which unfortunately 

facilitates the possibility of high amplitude wall vibration (and failure due to fatigue) in 

case of pressure fluctuations in the combustor. The latter may occur due to a possible 

occurrence of a feedback loop between the aerodynamics, the combustion, the acoustics 

and the structure. The structural vibrations act as a source of acoustic emitting the 

acoustic waves to the confined fluid. This leads to amplification in the acoustic filed and 

hence the magnitude of instability in the system. The aim of this paper is to explore the 

mechanism of fluid-structure interaction on the LIMOUSINE setup which leads to the LCO. 

Computational fluid dynamics analysis using a RANS approach is performed to obtain the 

thermal and mechanical loading of the combustor liner and finite element analysis renders 

the temperature, stress distribution, and deformation in the liner. Obtained results are also 

compared to other numerical approaches like zero-way interaction and CHT. To recognize 

the advantage/disadvantage of each method a comparison is made with the available 
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measured data for the pressure and vibration signals, showing that the zero-way 

interaction model results give the largest discrepancy from experimental results, while the 

frequencies of the thermoacoustic instabilities are well predicted using the CHT and two-

way coupled approaches. However in the latter case the magnitude is slightly 

overpredicted. 

Keywords: Fluid structure interaction, pressure oscillation, 3D combustor, thermo-

acoustic instability 

 

6.1 Introduction 

A well-known problem of lean premixed combustion of natural gas in gas turbine 

combustors is the sensitivity to thermoacoustic instability. These combustors can 

spontaneously exhibit significant flow and pressure oscillations. These oscillations 

may reach such high amplitudes that they cause flame extinction, structural 

vibration, flame flashback and ultimately failure of the system [1, 2]. Several 

coupled mechanisms are known to promote such interactions, for example, flame-

acoustic wave interactions, flame vortex interactions, thermal-structure 

interactions, fluid-structure interactions, all of them may be present in a system 

individually or simultaneously [3-6].   

The liner of a gas turbine combustor is a flexible structure that is exposed to the 

pressure oscillations occurring inside the combustor. These pressure oscillations 

can be of very high amplitude due to the thermoacoustic instability, when the 

fluctuations of the rate of heat release and the acoustic pressure waves amplify 

each other. The liner structure is a dynamic mechanical system that vibrates at its 

own eigenfrequencies and at the frequencies by which it is forced by the exposed 

pressure oscillations. On the other hand the liner vibrations force a displacement of 

the flue gas near the wall in the combustor. The displacement is very small but this 

acts like a distributed acoustic source which is proportional to the liner wall 

acceleration. Hence the liner and combustor are a coupled elasto-acoustic system. 

When this is exposed to a limit cycle oscillation, the liner may ultimately fail due 

to fatigue. Modeling the interaction between the fluid and structure in a 

combustion system allows us to predict the effect of vibrating walls on the flame 

dynamics and also recognize the hazard frequencies at which thermoacoustic 

instabilities may occur. The main phenomena involved in the above described 

feedback mechanism process are depicted in Figure 6-1. The feedback mechanism 

of thermoacoustic instabilities has attracted much attention in the past decade and 
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has been extensively reviewed [7-9]; however research on the issues related to 

interaction between the combustion processes and the structure during the LCO is 

very limited. Developing efficient and accurate solvers to model complex fluid–

structure interaction problems for this application is still a challenging task. This is 

due to the fact that in comparison with for example airplane wing structural 

vibration, the vibrations of a gas turbine combustor liner are high in frequency and 

small in amplitude. This combination of characteristics is however very dangerous 

with a view to high cycle fatigue. 

Huls et al. [10] reported measurements and calculations carried out on a 

500kW test rig. They calculated the excitation pressure on the structure by using 

large eddy simulation (LES), and used the calculated pressure field as a load in a 

finite element model to measure the wall vibrations. In their approach only one-

way coupling was considered with the structure, and indeed no information from 

the structural domain was fed back into the LES. Later Pozarlik [11] performed  

FSI numerical simulations with application on the same test rig with both one and 

two-way approaches using a weak coupling method. However his work was 

limited to a stable combustion condition, as the combustor could not be operated in 

the LCO regime. A similar analysis was done by Alemela et al. [12, 13] on a bluff 

body flame stabilized combustor (the same test rig as is under study in this paper ), 

considering a 2D slice instead of the full geometry; nevertheless, this study was 

done using the two-way coupling and during the LCO condition, the work did not 

explore the effect of the combustion model and modelling approach. Unfortunately 

at the time validation data for the predicted displacement were not available yet. 

Altunlu et al. [14] performed  the coupled FSI simulation on the same combustor. 

They extended the model to full 3D, modeling half of the combustor instead of a 

2D slice to include the 3D flow patterns and to take into account the structural 

system stiffness due to the rectangularly connected geometry of the 4 walls. 

However, it is shown here that their model fails in the prediction of the unstable 

combustion due to the assumed symmetry condition in the middle plane (Appendix 

A). The study presented in this paper shows that this mentioned assumption pushes 

the flame to the stable regime and avoids the uneven distribution of the flame and 

hence the rate of heat release in time which is the root cause of the instability.   
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Figure 6-1: The feedback mechanism of thermoacoustic instabilities  

In this paper two-way fluid structure interaction is studied for turbulent partially 

premixed methane air combustion. The method employed is the partitioned 

simulation of the coupled system composed of the liner and the flue gas domain, 

and both the method and the results will be presented. Despite the one-way 

interaction method which allows sending information only from the Computational 

Fluid Dynamics code to the Computational Structural Dynamics code, the two-way 

coupling method gives the possibility for the full exchange of data between fluid 

and solid solvers. This work is done in the framework of the LIMOUSINE project. 

The model combustor is different from the industrial gas turbine combustors, but it 

does have some similarities with gas turbine burners like: a flame stabilized by a 

recirculation area, a narrow burner flow passage, an upstream cold flow area and 

an acoustically closed air inlet. Therefore it is expected that the limit cycle 

phenomenon under study is relevant for the situation of a gas turbine combustor; 

moreover the methodology and generated data are of interest for the subsequent 

investigation of flame characteristics.  

6.2  Thermo-acoustic instability  

Thermo-acoustic instability is a phenomenon in which pressure and heat release 

interact with each other in a confined domain. The relation between a flame and 

the acoustic field was studied by Lord Rayleigh. The Rayleigh criterion 

characterizes the thermoacoustic system to be damped or to have amplified 

interaction between pressure and heat release. It states that if pressure and heat 

release fluctuations are in phase, the instabilities are enhanced, whereas the 

instabilities are damped when the pressure oscillations and heat release are out of 

phase. This criterion is expressed in the following Equation: 
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∭      

 

    6-1                                           

Where    and     are pressure and heat release fluctuations, respectively, integrated 

over one cycle of the oscillation and V is the flow domain. Note that the integrals 

are also spatial, which means that both effects, destabilizing and stabilizing, can 

occur in different locations of the combustor and at different times, so the stability 

of the combustor will be decided by the net mechanical energy added to the 

combustor domain. Indeed when the acoustic energy losses match the energy gain 

a stationary oscillatory behavior is obtained which is referred to as the limit cycle 

oscillation.  

However Rayleigh’s criterion is a necessary but not a sufficient condition for the 

instabilities to occur [15]. Therefore Equation 6-1 has been extended to Equation 

6-2 to include the losses of acoustic energy at the boundaries and entropy effects. 

According to Equation 6-2 the acoustic energy growth rate depends on the 

Rayleigh term but also on the acoustic fluxes, therefore the Rayleigh criterion is 

only a necessary condition for instability to occur. 

∫ ∫                         
  ̅

   
∫ ∫                        

T
  

 
  

T 
 

        

6-2                                      

6.3  Combustor setup description  

The test case, which is modeled in the work presented here, is based on a test rig 

developed within the framework of the European LIMOUSINE project, and it is 

shown in Figure 6-2. The setup is designed specifically to study limit cycles due to 

thermoacoustic instability. The combustion chamber consists of two rectangular 

ducts with different widths. The upstream duct has a 25x150 mm
2
 cross section and 

is 275 mm long, whereas the downstream duct has a 50x150 mm
2
 cross sectional 

area to compensate the volume expansion due to the combustion. In the transition 

between the ducts a wedge is mounted that stabilizes the flame. In this 

configuration, the total length of the combustor is 1,050 mm. This configuration 

behaves like a variation of a Rijke tube [16]. It deviates from the standard Rijke 

tube because it is acoustically closed at the bottom end and opens to the 

atmosphere at the downstream end. Air as the oxidizer is injected by means of 2 

choked nozzles at the upstream end. The flow recirculation that stabilizes the flame 
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is in this case created by a wedge, which is placed at the point where the small duct 

is attached to the large duct. From the 2 upstream facing sides of the wedge, 

gaseous fuel is injected through 62 holes fed by choked nozzles at either end of the 

wedge (see Figure 6-2-c). The fuel used here is methane at room temperature. All 

pieces, except the brass wedge shaped bluff body, are made from heat resistant 

stainless steel S310. The only cooling of the combustor is by natural convection 

and radiation at the outside surfaces. The burner can operate at a range of power of 

20-80 kW and air factor 0.8-2. 

 

 

Figure 6-2: (a) LIMOUSINE test rig (b) optical access section (c) triangular bluff body 

with injection holes 

 

6.4 Fluid structure interaction approach 

Coupled fluid-solid interaction phenomena, which are characterized by the 

interaction of the fluid forces and structural deformations, appear in many 

applications on different fields of science and engineering. In order to reduce 

development time and cost in such multi physics problems, the methods used for 

numerical simulation of coupled systems becomes more and more important. In 

general, the approaches to the field of coupled problems can be subdivided into 

(a) (b) (c) 
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two classes:  one being called monolithic [17, 18] and the other partitioned [19-21]. 

Monolithic or so called simultaneous procedure solves the coupled system in a 

single iteration loop with consistent time integration schemes for all physical fields 

using one single computer code; this leads to time accurate coupled solutions, and 

larger time steps can be used as compared to partitioned schemes for the same level 

of accuracy [22]. However, it is still computationally more expensive per time step 

compared to the partitioned approach. In this work the latter approach for the fluid-

structure interaction has been used. The partitioned method is an approach in 

which the two separate solvers with the appropriate interface boundary conditions 

for the flow domain and the structural domain operate in a coupled way. In this 

method there is always a time lag in the integration of the fluid and structure, 

which is the main drawback of this approach. However the principal advantage of 

the partitioned approach is that it allows applying the existing appropriate and 

sophisticated solvers for each subsystem, which can be replaced with less effort. 

This approach strives to solve each physical field separately with communication 

of interface data in between to connect the components. Interface conditions are 

enforced asynchronously meaning that the flow of the fluid does not change while 

the structural equations is being solved and vice versa. The total mesh 

displacement is transferred across the interface by preserving the profile between 

the two fields, while the total force will be transferred using a conservative 

formulation (see more details in [11]). Thus at the interface between fluid and solid 

regions the matching conditions should satisfy the Euler equation and Cauchy 

stress, as:  

    ⃗   ⃗⃗ ̈       ⃗  

 ⃗      ⃗  

        6-3                                      

Where p is the pressure,     the fluid density,  ⃗  is the normal direction vector,  ⃗  is 

the Chauchy stress vector in the solid, and  ⃗⃗  is the displacement.  

In view of the strength of preserving the overall system stability, the partitioned 

method can be categorized into weak and strong coupling schemes [23, 24], which 

are also named respectively as explicit and implicit [24]. The weak scheme with 

staggered solution procedure is shown in Figure 6-3. The dashed lines indicate the 

time axis for each solver. The solution procedure starts with the solver B at time tn , 

and it sends its initial interface values an to the solver A. Then, Solver A computes 

its next time step tn+1 and sends the updated interface values bn+1 to the solver B, 

letting it to move on to the next time step.  



Chapter 6  
 

 

Page 150 

Figure 6-4 represents the strong coupling method with the interface iterations. 

Here, again dashed lines indicate the time axis. The solution procedure starts with 

the solver A at time   . Solver A computes     
  as a first prediction to be used for 

solver B’s interface values of the next time step. Solver B uses then the obtained 

prediction (    
  ) to compute a prediction     

  for solver A’s interface values and 

returns it to solver A. This procedure repeats with both solvers until the solution 

convergences to the target value. Then solver A and solver B can both advance to 

the next time step (i.e.    ). 

 

Figure 6-3: Weak coupling scheme with staggered solution procedure. 

 

 

Figure 6-4: Strong coupling scheme with interface iterations. 

 

The interface iterations of the strong coupling scheme can be computationally very 

expensive, especially for the fluid part of the FSI simulation which has many 

unknowns. However, in case of a highly flexible structure, weak coupling 

introduces a major error and might even lead to failure of the entire simulation[25]. 
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Here due to the complexity of the problem under study, the partitioned approach is 

being used. Since the liner of the combustor has a small thickness, and therefore 

might be very flexible, the weak coupling scheme might not be an appropriate 

approach. Therefore the strong coupling is being selected. The schematic view of 

two-way fluid structure interaction (FSI) numerical simulation, conducted in this 

paper is shown in Figure 6-5. During the two way interaction analysis the ANSYS- 

CFX and ANSYS Mechanical softwares exchange information dynamically every 

time step. The data from a steady state solution is fed into the static structural 

analysis and then to the transient structural and fluid flow. A two-way coupling 

between the fluid and structure is obtained by linking the transient modules and 

then transferring surface loads/displacements across the interface. In this way the 

quantities from the fluid computations are applied directly on the liner and then the 

new deformed structure is updated in the fluid simulation, this allows to observe 

the impact of the wall vibration on the pressure distribution inside the combustion 

chamber as well as the effect of the modified pressure on the wall vibration. This 

procedure will be repeated until a converged solution is obtained, then the 

calculation will continue in the next time step. This procedure has three levels of 

iterations which are shown in Figure 6-6.      

 

 

Figure 6-5: Schematic representation of FSI approach 
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Figure 6-6: Process scheme of 2-way FSI simulation 

6.4.1 CFD numerical simulation 

In order to reduce the computational effort, numerical calculations of the reacting 

flow inside the chamber are done only for a thin slice of the combustor. Therefore 

the span wise size of the numerical domain is 4 mm wide with symmetry 

conditions enforced on each side (see Figure 6-7). The importance and effect of the 

chosen CFD domain on the accuracy of predicted combustion instability is 

explained in Appendix A. The choice of the CFD domain and hence the boundary 

conditions is important for estimating the magnitude of the instability, as it can add 

an artificial damping to the system by restricting the three dimensional turbulent 

motion of the reacting flow.   

Since the resolution of the grid has significant effects on the accuracy of results, 

several different meshes with various element sizes and distributions were tested 

for steady case and finally a total number of 644,050 elements are used for the 

mesh. All the meshes used in this study are generated using the meshing tool 

ANSYS Workbench 14.5. The impact of the meshing technology and sensitivity of 

the results on the grid have been studied by the authors in [26] focusing on the 

fluid-only simulation. The mesh is refined in the combustion zone and around the 

fuel inlets. The CFD code employed here is ANSYS-CFX 14.5 (within the 

workbench code). It uses an implicit finite volume formulation to construct the 

discretized equations representing the Reynolds Averaged Navier-Stokes equations 

for the fluid flow. The model consists of a compressible solver with a co-located 

(non-staggered) finite volume method, such that the control volumes are identical 

for all transport equations [27]. The basic set of balance equations solved by 

ANSYS-CFX comprises the continuity, momentum, species and energy transport 
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equations. The instantaneous balance equations with the application of Favre 

averaging for the fluid domain can be written in Cartesian coordinates as:  

-  Conservation of mass 

  ̅

  
 
   ̅ ̃  

   
                                                                          6-4 

- Momentum  
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  is the stress tensor which is related to the strain rate by: 
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- Chemical species 

 
   ̅ ̃  

  
 
    ̅ ̃  ̃  

   
  

 ( ̅  
    
  ̃)

   
 
        ̅̅ ̅̅ ̅̅ ̅ 

   
  ̅̇                             6-7 

The source term in the species transport equations is shown by   ̇; Vk is the 

diffusive velocity of the kth species.  

-  Energy equation 

     ̃ 

  
 
 

   
(  ̃   ̃   ̃     

      
   

          )   ̅̇     6-8 

   is the heat flux which represents heat conduction and transport through species 

gradients given by (     
  

   
  ∑       

 
       ). 

 ̅̇  is a chemical source term, and    ̃is given by: 

  ̃   ̃   ̃  ̃   +k                                                              6-9 

Where the turbulent energy, k, is defined by: 

  
  
   
 ̃

 
 

6-10 

For the discretization of the governing equations a high resolution advection 

scheme spatial method and a second order backward Euler discretization for time 

accuracy is used to solve the unsteady RANS equations. The unclosed terms 
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contain products of fluctuating values which need to be closed by modeled terms. 

In this work the effects of turbulence are described by using the Shear Stress 

Transport Turbulence Model (SST) in the steady state calculations, while for the 

transient calculations the Scale-Adaptive Simulation model (SAS) is used. The 

choice of turbulence model greatly influences the prediction of turbulent mixing 

rate and hence limit cycle oscillations. A comparison between the standard k-ω and 

SAS-SST model for the similar combustor has been reported earlier by Kumar et 

al. [28]. Reacting flow simulations are carried out on the model combustor by 

using the Burning Velocity Model (BVM) using a new model option for improving 

accuracy for non-premixed flames [26, 29]. BVM uses a RIF flamelet library for 

the 'burnt' mixture; This mechanism involves 16 species 46 reversible reactions 

scheme for methane-air gas chemistry [30].  

The flow parameters are set consistent with the experimental conditions depicted in 

Table 6-1. URANS simulations are carried out with a time step of 1e-5. The 

convergence criterion of the RMS normalized residual values is set to 1e-5. 

Pressure fluctuations and the walls displacement are monitored at locations shown 

in Figure 6-8. At the monitor points the data is stored at every time step giving a 

sampling frequency of 100 kHz.  
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                     (a)                         (b)                              

Figure 6-7:  (a) CFD domain: 4mm slice of the total geometry (b) enlarged view around the 

burner  

Table 6-1: Operating condition 

Power (kW) 
Air 

factor 

Methane 

mass flow 

rate [g/s] 

Air mass 

flow rate 

[g/s] 

40 1.4 0.8 19.152 

 

 

Figure 6-8: Pressure and temperature monitoring points in the CFD domain  
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Mesh deformation  

In order to account for the mesh movement, it is necessary to modify the governing 

equations to include the mesh deformation. The transient convection term must 

change as the control volumes deform in time. These modifications follow from 

the application of the Leibnitz Rule: 
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where      is the velocity of the control volume boundary. 

The differential conservation equations are integrated over a given control volume. 

At this juncture, the Leibnitz Rule is applied, and the integral conservation 

equations become: 
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  is the volume,   is the surface, and      is the effective viscosity including the 

dynamic viscosity and the turbulent viscosity.  
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The transient term accounts for the rate of change of storage in the deforming 

control volume, and the advection term accounts for the net advective transport 

across the control volume's moving boundaries.  

The mesh deformation given by Equation 6-14 is only attributed to the motion of 

nodes on the boundary. The motion of all remaining nodes (i.e. the regions of 

nodes with the same degrees of freedom) is determined with the Displacement 

Diffusion Model. With this model the displacement of domain boundaries are 

diffused to other mesh points by solving the following equation: 

                                                                                    6-15 

In this equation,   is the displacement relative to previous mesh locations and 

Γ   is the mesh stiffness, which determines the degree to which regions of nodes 

move together. It is worth noting that the displacement diffusion model for mesh 
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motion is designed to preserve the relative mesh distribution of the initial mesh. 

(more details are given in [31]) 

6.4.2 CSD numerical computation 

The finite element solver available in the ANS S suite of software is used for the 

calculation of the structural domain. Because most of the dynamic coupling 

between the fluid and structure occurs in the region downstream of the wedge 

where the reaction takes place, in this simulation only the structure downstream of 

the wedge is considered. For the sake of reducing the necessary computational 

efforts, the solid domain has been simplified; therefore quartz glass windows or 

holes for thermocouples and pressure transducers have been removed. In order to 

determine the structural eigenfrequencies and mode shapes, modal analysis is first 

performed using the element type solid 186. Since the liner is clamped at the 

burner inlet plane, the air/fuel duct (i.e. plenum) is removed from the structural 

domain. The mode shape and eigenfrequencies of the first seven modes of the 

structure are presented respectively in Figure 6-9 and Table 6-2. Compared to the 

measurements performed by Altunlu [32], the predicted eigenfrequencies are 

acceptable except for the first torsional and the second bending mode in which 

18% deviation can be observed. The deviation between the measurements and 

predictions can be caused by the effect of welds in the structure which is neglected 

in the FEM [33]. It can be also attributed to other simplifications made in the 

model such as neglecting the effect of thermocouples, and pressure transducers. 

Besides, in the FEM the plenum is removed and only the top liner is considered. 

Overall, frequencies predicted by the model are close to the experimental data. 

However, considering that the plate modes of the structure are the only modes 

influencing the acoustic response of the combustor due to the associated change in 

the acoustic volume, the chosen FE model is claimed to be in line with the physical 

model. It is important to mention that both the measurements and calculations have 

been performed for the room temperature condition, as it is not possible to do such 

measurements in high temperature with the available tools in the laboratory. 

Therefore a reduction in the represented eigenfrequencies is expected, as the 

 oung’s modulus is decreased for higher values of temperature (see Figure 6-10).  

The structural eigenfrequency is indeed proportional to the square root of the 

 oung modules [34]. As the  oung modules (E) reduces from 198GPa to 176 GPa, 

an approximate reduction of 7% in the predicted eigenfrequencies is expected in 

the assumed hot condition (i.e. 400 °C). Further increase in the structure 

temperature leads to the further reduction in the predicted eigenfrequencies.  
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Despite all simplifications of the studied geometry made in the FE model, the 

domain (according to the Figure 6-9) for the coupled simulation is still 

computationally very expensive when used for FSI. Therefore only a slice of the 

structure, with symmetry surfaces (i.e. frictionless supports), is used for the further 

calculations. The chosen solid domain is sketched in Figure 6-11. The structural 

mesh consists of 3,304 elements of type solid 185 [35]. The linear elements have 

eight nodes with three degrees of freedom at each node. For simplification, a 

uniform temperature of 400 °C is assumed along the liner wall and the material 

properties are determined as presented in Table 6-3. The clamped boundary 

condition is implemented at the burner inlet plane, while the rest of the surface is 

allowed to deform freely depending on the dynamic pressure loads.  
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Figure 6-9: Mode shape of the combustor (without the plenum) predicted by FEM 
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Table 6-2: Structural eigenfrequencies of the LIMOUSINE combustor at room temperature  

 Structure Eigen frequencies 

Mode Hammer test [32] FEM 

Solid elements 

Bending (1st) 125 126 

Torsional (1st) 534 437 

Plate (1st) 639 633 

Bending (2nd) 645 532 

Plate (2nd) 673 671 

Plate (3rd) 744 750 

Torsional (2nd) 764 761 

 

 

Figure 6-10:  Evolution of the  oung’s modulus of the SS310 with temperature [6] 
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 \    

                (a)                                                             (b) 

Figure 6-11:  (a) reduced structure domain attached to the fluid (b) sketch of the solid mesh 

in the FE solver  

 

Table 6-3: Material Properties of SS310 at 400 
◦
C  

Young's 

modulus (Gpa) 

Poisson's 

ratio 

Density 

[kg/m
3
] 

1.76 0.3 7,715 

 

6.5 Results 

The outcome of the coupled FSI modeling is divided to into the results 

representing the physics of the fluid influenced by the structure, and results 

showing the deformation of the structure. The obtained results are compared with 

the other approaches like zero-way interaction so-called fluid-only model and also 

the thermal coupling approach of fluid and structure (CHT). Details about these 

models can be found in previous work done by the authors [36]. In this section 

numerical results are presented and validated with available experimental data. 

However, prior to the discussion on the predicted multi-physics data, it is 
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necessary to make sure that the strong coupling is achieved by having the 

converged loads passing between two solvers. Here, minimum values of 1 and 

maximum values of 10 were selected for the staggered iteration; however during 

the calculations always less than 10 loops were required, proving that the 

convergences occur before reaching to the upper limit. The convergence level of 

the force (     ) and displacement (     ) which are presented in Figure 6-12 

show that each quantity is converged as the residual drops below zero [31].  

 

Figure 6-12: Convergence of the interface loads: Mechanical load (LHS) and Wall 

displacement (RHS) 
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release process; If the dissipation of acoustic energy within the chamber and also at 

the boundaries is smaller than the energy gained by the acoustic disturbances, 

pressure waves are excited and pressure amplitudes will soon grow up to a 

saturation limit. Figure 6-13 shows the calculated evolution of pressure over time 

within the burner recorded by the first control point above the wedge, which 

corresponds to the physical location of the first pressure transducer in the 

experiment. Due to the rapid growth of the oscillation amplitude characterizing the 

phase of oscillation, the system will soon reach to saturated constant amplitude. 

 

Figure 6-13: Calculated self-exited pressure oscillation as a function of time 

 

The frequency spectrum of the pressure signal corresponding to the thermal power 

of 40KW and λ=1.4 using three different numerical approaches (Fluid-only, CHT 

and two-way) together with the experimental measurements are plotted in Figure 

6-14. Both CHT approach and two-way coupled model predict the primary 

instability at 232 Hz giving the error of 0.6%; however the numerical results based 

on the two-way approach show an overprediction of the instability magnitude 

inside the combustion chamber, giving 5% discrepancy from experimental results. 

This is mainly due to the overprediction of the temperature in the CFD domain in 

the two-way coupled approach compared to the CHT model, as a constant 

temperature has been set at the structure. It results in the underprediction of the 
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heat losses through the combustion chamber, which is shown in the Figure 6-15. 

The area integral of the heat flux over the liner of the combustor in each case 

shows the clear difference between the two-way FSI approach and the CHT model. 

Considering that the observed difference in the predicted heat loss is just attributed 

to a 4mm slice of the total depth of the combustor, the importance of this diversity 

will be even more significant. Among the used models, the zero-way interaction 

model shows the largest discrepancy from experimental results (an error about 

10%) in the prediction of instability frequencies. However, the pressure spectrum 

presented in Figure 6-14, show the fundamental quarter wave mode frequency for 

each approach. According to the calculation the first and third amplitude peaks are 

observed at frequencies presenting the first and the third quarter wave modes, with 

the part downstream the bluff body driving the instability process, meaning that the 

instabilities are originating from the combustion chamber and not the whole 

combustor; this is discussed in more details in Appendix B. Another observed peak 

is exactly double of the first eigenfrequency of the combustor; according to Roman 

Casado [37] this second peak is not an acoustic harmonic, and it is identified to be 

due to the frequency doubling of the first eigenfrequency, which is mainly due to 

the presence of high non-linearities in the combustion process when a system 

reaches high amplitude limit cycle oscillations. The measured pressure field shows 

a strong harmonic component near 600 Hz (period 1.67 ms), which is related to the 

structural dynamics of the combustion chamber. While in the two-way approach 

the presence of structural dynamics is rather in the frequency range of 700-800 Hz. 

This can be due to the higher stiffness compared to the experiments caused by the 

assumed uniform temperature and therefore constant Young modules in the 

simulations.  
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(a) 

 

(b) 

Figure 6-14: Pressure spectrum for 40kW and λ=1.4: (a) experiment, zero-way and two-

way interactions (b) experiment, CHT and two way interaction 
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Figure 6-15: Total calculated heat loss through the structured (i.e. 4mm slice)  

 

Table 6-4 reports CFD, FEM and experimental resonant frequencies, showing a 

good level of agreement. Furthermore, the FEM results show that the main 

frequency of instability is related to acoustics of combustion chamber and not the 

full geometry. Details of FE modeling of the acoustic eigenfrequencies are given in 

Appendix B. 

Table 6-4: experimental, CFD and analytical frequencies of first predicted peak frequency 

Power 

[kW] 
λ [-] 

Resonance frequency 

[Hz] 

  

Experiment 

ref. [37] 

CFD 

Fluid-only 

(zero-way) 

CFD (CHT) 

 

CFD (FSI) 

 

FEM 

Combustion 

chamber No 

mean flow 

40 1.4 234 256 232 232 249 

 

To explore the origin of instability observed in the Figure 6-14, further analyze is 

conducted. As reported by Sivakumar et al. [38] for a bluff body combustor, 

variation of dimensionless quantities such as the Helmholtz and Strouhal numbers 
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with the Reynolds number can determine the origin of the LCO. The Helmholtz 

and Strouhal numbers are respectively defined as: 

    
 

 
 

6-16 

In which c is the average speed of sound in the plenum and the combustion 

chamber weighted by their relative length. f is the dominant frequency and L is the 

total length of the combustor.  

    
 

 
 

6-17 

In which f is the dominant frequency, u is the characteristic speed of the upstream 

cold flow, and h is the characteristics length of the bluff body.  

If the dominant frequency is driven by the acoustics of the system, the Helmholtz 

number remains constant, while the Strouhal number varies hyperbolically as the 

Reynolds number of the incoming flow changes. The recorded Helmholtz and 

Strouhal numbers at the observed dominant frequencies, shown in Figure 6-16 for 

different Reynolds numbers confirm that the LCO is driven by the acoustics of the 

LIMOUSINE combustor as the Helmholtz number stays almost constant at an 

approximate value of 0.4.   

 

Figure 6-16: Variation of the measured Helmholtz number (He), and Strouhal number (St) 

with the Reynolds 
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6.5.2 Structural behavior 

Figure 6-17 shows the calculated and measured wall displacement at a location 200 

mm downstream the burner. The time domain indicates a wall displacement in 

order of 100 micrometer from the not loaded position. Figure 6-18 shows the 

measured and calculated liner displacement frequency spectra; one can see that the 

peaks present in the pressure spectrum are approximately reproduced in the wall 

displacement results. This indicates a strong fluid-structure interaction around the 

natural modes of the combustor. In the experiment frequencies of 237 Hz and 474 

originate from the gas phase flame dynamics. In the numerical data, the main 

instability peak is observed approximately at 250 Hz which is close to the first 

experimental value of 237 Hz. However because the physical time for the 

computation of the two-way numerical calculations is limited, the pressure plots 

have low frequency resolution. The peaks observed at 550 Hz and 650 Hz are 

coming from the structural dynamics. These oscillations are fed by energy derived 

from the acoustic fluid oscillation but vibrate at the structural eigenfrequencies. As 

it was mentioned before, due to the existence of the temperature gradient along the 

chamber and therefore variable material properties as a function of temperature, the 

structural frequencies observed in the pressure and displacement spectra deviate 

from the presented values in Table 6-2. In the experiment, the instability peak at 

650 is as strong as the one observed at 237 Hz, which is not the case in the 

simulation.  

 



Chapter 6  
 

 

Page 168 

 

Figure 6-17: Two-way FSI (dash line) and Experimental (solid line) results for the wall 

displacement of the case 40kW and λ=1.4 

 

Figure 6-18: Wall displacement results obtained from the two-way FSI approach (dash line) 

and Experimental data (solid line) versus the frequency for the case 40kW and λ=1.4 
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6.6 Conclusion 

Thermoacoustic instability can be caused by the feedback mechanism between 

unsteady heat release, acoustic oscillations and flow perturbations. In a gas turbine 

combustor, limit cycles of pressure oscillations at elevated temperatures generated 

by the unstable combustion process enhance the structural vibration levels of the 

combustor. Depending on the operating conditions, the flame may show a stable or 

an unstable behavior. In order to predict the frequency and magnitude of the 

thermoacoustic instabilities, and also to capture the reacting flow physics coupled 

to the structure, calculations were performed for an unstable flame condition. In 

this work transient CFD and CSD analysis using ANSYS workbench V14.5, was 

carried out. The transient information (pressure and displacement) was exchanged 

between the fluid and structural domain by means of 2-way coupling. The obtained 

results using this approach were compared with zero-way interaction model as well 

as the CHT approach. The main outcome of this research is summarized as:  

 Among the used models, the zero-way interaction model results show the 

largest discrepancy from experimental results in the prediction of instability 

frequencies.  

  The frequencies of the thermoacoustic instabilities are well predicted using the 

CHT and two-way coupled approaches, while in the latter case the magnitude 

is slightly overpredicted; this can be explained by overprediction of the 

temperature in the CFD domain due to the assumed constant temperature at the 

structure. While in the CHT modeling results, due to the modeling of the 

transient heat transfer and therefore considering the correct heat losses from 

the system, the predicted pressure field is closer to the experiments.  

 In general, all used numerical approaches show the occurrence of the main 

instability at a frequency close to the first quarter wave acoustic mode of the 

combustion chamber, pointing to the fact that the LCO is driven by the 

chamber’s acoustics. It shows the ability of URANS model to explore the 

influence of limit cycle behavior.   

 Although the CHT approach gives very accurate information of the 

characteristics frequencies and amplitude, to determine the influence of the 

LCO behavior on the structure and/or the effect of structural vibrations on the 

confined fluid in the unstable regime a coupled FSI model is required.  

 The preliminary results of solid deformation show that the maximal 

displacement exhibited by the structure is very small, a fraction of a 
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millimeter. Such displacements are extremely small but can act like a strong 

acoustic source due to the high acceleration rate of the structure.  
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Appendix A:  

Proper choice of the CFD domain 

Here, to investigate the effect of the chosen domain on the accuracy of the results, 

the coupled FSI analyses are done for the half part of the geometry as reported by 

[14] and [39]; the domain comprises half of the wedge and is 25 mm wide (Figure 

6-19). For this coupled problem, all numerical methods and boundary conditions 

are set as previously mentioned in section 6.4.1 and 6.4.2 (CFD/CSD numerical 

simulations); while the symmetry condition is prescribed to the side surface which 

is the mid-plane of the combustor (x=0). Simulations are performed for one 

specified operating condition in which the strongest instability and high level of 

pressure loads occur.   

Predicted and measured pressure spectra shown in Figure 6-20, represent the 

distinct characteristic frequencies with peak pressure levels; however the predicted 

main frequency by the numerical model is very high compared to the experimental 

value of 272 Hz resulting in a prediction error of 17%. Besides, in the calculations 

the pressure amplitudes at the characteristics frequencies are underpredicted by one 

order of magnitude, meaning that the combustor is in the stable regime which is 

inconsistent with the experimental observation. Overall, it can be concluded that 

the simplification in the CFD domain and assuming the symmetry condition in the 

X-direction (symmetry plane of Y-Z at x=0), brings the deviation between the 

experimental and numerical observations, leading to the failure of the numerical 

model in the prediction of instability.   
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Figure 6-19: Chosen CFD domain (Black part) with symmetry plane X=0 

 

Figure 6-20: Pressure spectrum for 60kW and λ=1.2: comparison of the experiment and the 

two-way coupled model with the imposed symmetry condition in the middle plane  
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Appendix B:  

FEM approach to calculate the acoustic modes of the combustion system 

The interpretation of the predicted resonances as acoustic modes for the present 

configuration is also supported by the commercial finite element method (FEM) 

software ANSYS: one for the full geometry, and one for the combustion chamber 

(CC). Here, the linear wave equation by assuming the fluid to be compressible and 

inviscid is solved. It is also assumed that the mean density and pressure are 

uniform throughout the fluid and also there is no mean flow of the fluid.  

    
 

  
 
   

   
                                      6-18     

The acoustic element type Fluid 30 is used to model the acoustic domain, which is 

a 8-node brick element. For this model a fully tetrahedral mesh is generated. It is 

important to make sure that the mesh is fine enough for acoustic analyses. It is 

recommended to use 15-20 elements per wavelength as a minimum. The working 

fluid is air. First the whole combustor is modeled which is presented in Figure 

6-21. Every boundary is acoustically closed, while the outlet is open. Thereafter, 

the geometry which corresponds to the combustion chamber has modeled (see 

Figure 6-22). The combustion chamber has only one cross section, and one 

temperature. In this case, the outlet boundary condition will remain as an open end, 

but the inlet which is the burner exit is assumed to be closed. The first and second 

modes predicted by using the full combustor approach and the combustion 

chamber approach are reported in Table 6-5. For the full combustor, the frequency 

of the first mode is low as compared to the measured value of 234 Hz. In fact the 

blockage in the burner makes a deviation from the Rijke tube.   

Table 6-5: Predicted acoustic eigenmodes using FEM code 

 FEM 

 Full combustor Only combustion chamber 

First mode [Hz] 195.91 249.043 

Second mode [Hz] 564.39 747.229 
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Figure 6-21: Full combustor grid used in FE code  

 

Figure 6-22: Combustion chamber used in FE code  
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Conclusions & Recommendations  

In this chapter the main conclusions based on the research questions, defined in the 

chapter 1 “Introduction” will be summarized and followed with the 

recommendation for the further research.   

7.1 Conclusions 

 What are the requirements for an accurate prediction of an unstable 

regime of a combustor using URANS?  

 

To answer to this question, it is essential to consider the three important 

elements characterizing the feedback mechanisms of thermoacoustic instability 

including acoustic oscillations, flow/mixture perturbations and heat release 

fluctuations. In order to predict the key parameters regulating the coupling 

between heat release fluctuations and acoustic, the ANSYS-CFX code was 

used. Since the role of the combustion model and the approach used to resolve 

the flame front dynamics are of major importance to catch the most important 

physical processes, it is essential: 1- to verify the ability of the used method to 

predict the onset of the instability, 2- to achieve a description of the 

phenomenon and 3- to predict the frequency at which the instabilities occur. 

This was done in Chapter 2, 3 and 4 to find the models giving the best 

prediction compared to the experiments. However the limit cycle behavior of 

pressure oscillations in the combustion system is a multi-physics problem; the 

unsteady combustion process induces a strong acoustic field, increasing the 

vibration of the liner which itself can act as an external fluctuating force (i.e. 

source of sound) amplifying the pressure oscillations and hence enhancing heat 

release fluctuations. Apart from the mechanical vibration, the enhanced heat 
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transfer during the limit cycle adds to the damage to the hot section of the 

combustor, which shows the importance of considering the thermal-structure 

coupling effects. Therefore, it is required to take into account the mutual 

interaction between various phenomena which occur in the combustion system.   

In general, it can be concluded that the accuracy of the prediction of an 

unstable regime of the combustor is not only sensitive to the characteristics of 

the CFD domain (like: type of grids, the turbulence and combustion models, 

boundary conditions etc.), but it is also concluded that the results are more 

relevant only when the coupling with the liner is taken into account. 

Considering the multiple interactions between acoustics, aerodynamics, 

combustion and structural elements of a combustor, the limit cycle pressure of 

the LIMOUSINE combustor was successfully predicted in this work.  

 

 What is the sensitivity of models to the input parameters? What are 

effective parameters in the structure liner which are playing role in 

determining the magnitude of the pressure fluctuations? 

 

Results revealed that numerical predictions are sensitive to chosen parameters 

in both CFD and CSD Domains as described below:  

 

o CFD domain (fully detailed geometry or half geometry): Study done in Chapter 6 

proves how important it is to consider the whole bluff body (burner) in the 

calculation rather than assuming the symmetry condition in mid-plane, because 

the latest can push the unstable flame to the stable regime, and damps the 

acoustic oscillations in the system arising due to the 3D effects.  

 

o Grid Type: From the studies done for the fluid-only calculation (Chapter 3) it 

is concluded that the structured grid has lower numerical dissipation and it 

shows better agreement with experimental data than the unstructured grid.  

 

o Turbulence model: Different turbulence models were used for different 

working conditions including reacting and non-reacting mixture, showing the 

fact that the SAS-SST model gives the best prediction compared to the 

experiment available in the literature (Chapter 2). 

 

o Chemical models: Depending on the operating conditions such as thermal 

power and air/fuel ratio, during the experiments the flame shows a stable or an 
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unstable behavior. According to the calculations (Chapter 3 and 4), among the 

available combustion models in ANSYS-CFX, the Burning Velocity Model 

(BVM), using a new model option for non-premixed flames, gives the best 

consistency with the experiments. Using other combustion models either fails 

in prediction of limit cycle oscillations or fails in prediction of the correct self-

excited modes.  

 

o Acoustic boundary condition: Results presented in Chapter 4 show that the 

acoustic boundaries of the combustor have the important role to characterize 

the thermoacoustic instabilities. For the accurate representation, the CFD 

domain downstream the wedge should be extended.  

 

o Wall temperature: The prescribed liner boundary condition (temperature 

and/or emissivity of the walls) has a major impact on the predictions (Chapter 

4 and 5). This influence is larger compared to the conventional stable 

combustion processes, which changes the frequency and magnitude of the 

instability. For this reason, and to determine the heat penetration depth in the 

structure of the test rig, it is required to perform the thermal coupled fluid 

structure interaction modeling.  

 

o Solid Grid: a study done in the CSD domain (in Chapter 5), showed that the 

solid grid size highly influences the accuracy of the results. The evaluation of 

the pressure oscillation amplitude highly depends on the height of the first 

layer of the grid close to the solid interface, which should be in order of  

  r      . As a matter of fact, by creating coarser grids the surface 

temperature of the solid will not change on the short time scale and the heat 

transfer to (and from) the solid will be either over or under estimated, resulting 

in a low/high magnitude of the pressure fluctuations. 

  

 What are the origin and the driving mechanisms of the Limit cycle 

pressure oscillation? 

 

In Chapter 6, the evolution of the dimensionless numbers (He and St) taken 

from the experimental data with regard to the Reynolds number in the inlet, 

suggests that the instability is originated from the burner acoustic. 

Furthermore, the FEM results show that the main frequency of instability is 

related to acoustics of combustion chamber (not the full geometry). All used 
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numerical approaches (i.e. fluid-only, CHT and FSI) regardless of how much 

deviation they have from the experiments show the occurrence of the main 

instability at a frequency close to the first quarter acoustic mode of the 

combustion chamber.  This proves the ability of the URANS model to explore 

the mechanisms of thermoacoustic instability.  

 

 How important is the role of heat transfer on the development of 

instabilities? 

 

Due to the existence of high temperature in the combustion chamber and also 

strong temperature fluctuations during the limit cycle oscillation, it is very 

difficult to measure the temperature with thermocouples. Using the conjugated 

heat transfer approach (CHT) (Chapter 5) gives the possibility to predict 

temperature fluctuations within the liner. Presented results, (in Chapter 5) 

showed that without the CHT approach the level of heat losses and therefore 

the magnitude of the instability cannot be determined correctly. This proves 

that the combustion instabilities are very sensitive to heat losses. The main 

conclusion is that the conjugate approach allows us to obtain a more accurate 

prediction of the magnitude of thermoacoustic instabilities and also by 

providing the temperature profile over the solid gives the possibility to assess 

the thermal stresses. This is difficult to be done by measurements. 

 

 What are the consequences of the high pressure oscillations on the liner 

vibration and vice versa?  

 

Lifetime of a liner can be threatened either due to the elevated oscillatory 

mechanical loads inducing the fatigue, or enhanced heat transfer which 

increases creep damages. This is the main constraint in the design of gas 

turbine combustion chambers. For this reason, it is important to consider the 

effect of structure in the chain of events controlling the limit cycle behavior. In 

the calculation performed in the Chapter 5, the thermal coupling between the 

solid and flow was taken into consideration, in which the mechanical loads on 

the liner could be also predicted. The predicted results from this approach 

could be used as an input for the further investigation on the possible creep 

damages. However, in this approach and also in the fluid-only model the effect 

of the solid deformation induced by the mechanical loads is neglected and 

hence no change in the shape of the solid and fluid domain is taken into 
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account. Contrary to the previous methods, in the FSI (or two-way) model 

(presented in Chapter 6), the quantities from the fluid computations are applied 

on the liner and then the new deformed structure is updated in the fluid 

simulation; the obtained pressure spectrum shows a peak which is originated 

from the structural dynamics corresponding to the plate mode of the structure. 

However, it is important to notice that in order to reduce the calculation time, 

many simplifications made on the structure which would change the frequency 

of the structure. Although, this change can cause the diversion from the 

experimental observation, existence of the structural frequency even though 

with different value compared to the experiments proves the fact that the 

vibration of the liner does have influence on the acoustic field.   

 

7.2 Recommendations  

In this section, some recommendations for the future research are proposed: 

 Although use of the reduced computational domain in a form of 4mm slice 

burner with the assumed symmetry planes showed good consistency with the 

experiments, it neglects the interaction between adjacent fuel injection holes, 

as well as 3D turbulence on the flow. Those effects can be taken into account 

by using the full 3D domain. Furthermore, by considering two extra liner 

surfaces in the full 3D domain, more precise prediction of heat losses through 

the CHT approach is expected. Besides, as it has been already mentioned in the 

previous section “conclusions”, considering a slice of the liner as well as the 

simplifications made on the liner structure in the FSI modeling will change the 

stiffness of the structure, changing the eigenfrequencies and vibration level. 

Therefore, further investigating can be done with mechanical loads transferred 

from the CFD domain to the full 3D structure. Both however, will increase the 

time of calculation significantly.  

 

 Radiation heat losses are neglected in the present work. However it may 

influence the temperature of the gases, which deserves further investigation. 

Moreover, to assess the energy transfer from the combustor to the ambient 

besides considering the convection from the liner, heat transfer due to the 

radiation (emission) from the quartz glass windows should be also taken into 

account. This can be also costly but offers more accurate results.  
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 Calculation of the coupled problem in which the thermal and the mechanical 

loads exchange between fluid and structure can give more precise prediction of 

magnitude and frequency of instability; in this thesis, these two tasks have 

been conducted individually with the use of CHT and FSI models, however by 

exchanging the temperature profile in the interface of two domains, it is 

possible to assess the heat losses in the FSI model as well. This can be done 

only when the solid elements are used. However keeping in mind that to 

capture the correct heat losses, the first layer of grid in the solid should be in 

order of penetration depth, and also considering the need for use of double 

precision in the FSI calculation, combining these two tasks will increase the 

computational cost dramatically.   
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